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ABSTRACT

The use of stated preference (SP) techniques for estimating environmental values has increased substantially in recent years. However, criticism about the most widespread SP technique used for valuing environmental resources, the contingent valuation method (CVM), suggests that there is a need to not only refine the CVM, but to develop alternative SP techniques. In this paper the CVM is compared with four other SP techniques: contingent rating, contingent ranking, paired comparison and choice modelling. The techniques are compared in terms of their methodologies and the validity and reliability of the results they produce. The appropriateness of using each of the SP techniques in different environmental valuation applications is also discussed. It is concluded that while the CVM is prone to bias and has some practical limitations, when applied appropriately it can be used to produce theoretically valid results. Three of the other techniques—contingent rating, contingent ranking and paired comparison—are found to have weak theoretical bases and do not produce economically valid valuation estimates. The final SP technique examined, choice modelling, appears to have considerable potential for providing useful and valid estimates of environmental values.
1 Introduction

The environmental impacts of resource use decisions have generated increasing community concern over the past twenty years. This has been the result of numerous factors including a growing awareness of environmental issues on the part of the general public and an increasing scarcity of environmental assets. Policy makers considering alternative uses for resources now increasingly look to include environmental values in their weighing up of the consequences of various resource use options. So the task of allocating instream flows between irrigation uses and wetland conservation is now seen to involve the weighing up of the benefits of irrigation against the benefits of wetland conservation. Similarly, the decision maker contemplating the imposition of tree clearing limitations is faced with an assessment of the benefits of biodiversity protection in stands of remnant woodlands relative to the value of agricultural production that could be achieved if those woodlands were to be cleared.

An important obstacle facing the decision maker in these and many other resource use choices is a lack of information about the value the community places on the environmental impacts. Value information relating to the resource uses such as irrigation and cattle grazing can be readily obtained from markets. However, environmental outcomes from resource use choices are rarely valued in conventional markets. Without information on the value of environmental outcomes there is a danger that resource use decisions will be inappropriate. Ignoring these values would result in a misallocation of resources away from environmental uses whilst treating the environment as having an infinite value would ensure that too many resources were allocated to preserving the environment.

Economists have sought to develop techniques which go beyond conventional markets to estimate the value of environmental outcomes. These techniques are basically of two generic types: those involving the use of revealed preferences and those involving the use of stated preferences. Revealed preference (RP) techniques such as the travel cost method and the hedonic pricing technique rely on observations of people’s behaviour in markets that are someway related to the environmental outcomes under investigation. For example, the value of noise pollution caused by an airport can be estimated through observations of actions in the market for residential property surrounding the airport. Similarly, the value of recreation at a natural area can be inferred from the costs incurred during travel to and from the area.

However, the revealed preference techniques are limited in their usefulness because they are retrospective and hence unable to value changes that have not been experienced. In addition, they can only be used where some relationship exists between the environmental outcomes of interest and an established, well functioning market. They cannot be used to estimate ‘non-use’ values.

Stated preference (SP) techniques have been developed to overcome the limitations of revealed preference techniques. SP techniques are characterised by the uses of surveys in which respondents’ preferences for various environmental outcomes are identified. The use of surveys means that SP techniques are very flexible. A prospective stance can be adopted and outcomes which are in no way related to marketed goods can be investigated. SP techniques have frequently been used to value environmental goods (Mitchell & Carson 1989, Wilks 1990, NSW EPA 1995), and to evaluate new marketable products (Wittink & Cattin 1989) and transport options (Hensher 1991).

The appealing features of SP techniques are, however, countered by some drawbacks. The SP technique most widely used for estimating the value of environmental goods is the contingent valuation method (CVM). In Australia, decision makers are cautious about using this method, partly as a result of the criticism it received following the Resource Assessment Commission’s application of the CVM to estimate the value of environmental damage if mining was to be allowed in the Kakadu Conservation Zone (Bennett 1996). The controversy surrounding the use of CVM in Australia was paralleled by the debate in the United States of America following the use of the method to estimate the value of the damage caused to the natural environment following the grounding of the Exxon Valdez (Diamond & Hausman 1994, Hanemann 1994).
So while there is a strong demand from policy makers for information relating to the value placed on environmental outcomes by the community, economists have had only limited success in providing valid valuation estimates. This gap, between the demand and supply of valuation estimates, can be addressed through the refinement of existing methods such as the CVM, but also by the development of alternative SP methods for the estimation of environmental values. Alternatives to the CVM include contingent rating, contingent ranking, paired comparison and choice modelling (CM)\(^1\).

This paper is the first in a series which will periodically report on the progress of a research project designed to develop and test the CM alternative. The purpose of this paper is to provide a comparison of these techniques when applied to the valuation of environmental goods, both in terms of the methodology involved and the validity and reliability of the results. In Section 2, each of the five main SP techniques are outlined and in Section 3 the validity and reliability of applications of the five SP techniques is considered. Section 4 contains a discussion of the appropriateness of using each SP technique for different environmental valuation applications.

### 2 Overview of Stated Preference Techniques

#### 2.1 Contingent Valuation

The CVM involves asking a sample of respondents whether (or how much) they are willing to pay to prevent or obtain a particular environmental outcome. The use of surveys to estimate the value of environmental goods was first suggested by Ciriacy-Wantrup (1947). Since then the number of CVM studies has grown exponentially, with Carson, Wright, Carson, Alberini & Flores (1994) producing a bibliography of CVM applications and studies containing 1674 entries. In Australia, the growth has been less dramatic, with the ENVALUE database listing 26 studies in its 1995 version (NSW EPA 1995).

CVM applications provide estimates of the aggregate value of changes in the quantity or quality of environmental goods involving usually only one or two resource use options. For most environmental applications, responses are used to estimate compensating or equivalent surplus (Mitchell & Carson 1989).

In practice most contingent valuation studies contain several well defined elements (see Portney 1994). The first is a description of the status quo and the environmental changes that will result from a proposed management or policy option. The description should be ‘fair and accurate’ and should include all information that is of relevance for the respondent.

The second element is a mechanism for eliciting the willingness to pay of respondents to achieve the environmental improvement or prevent the decline in environmental quality under the proposed option. There are various mechanisms or formats available for eliciting willingness to pay. The main formats are listed in Table 1. The dichotomous choice format (Bishop & Heberlein 1979) is generally considered to be the state of the art elicitation format. Various modifications to this format have also been used, such as the double-bounded dichotomous choice (Hanemann 1985) and polychotomous choice (Ready, Whitehead & Blomquist 1995; Bennett, Blamey & Morrison forthcoming). In all formats of the CVM, a payment method such as increased income taxes, levies on water and house rates, or voluntary donations is usually specified.

---

\(^1\) In the marketing literature contingent rating and ranking, paired comparison and CM are collectively known as ‘conjoint analysis’. Green & Srinivasan (1978) define conjoint analysis as ‘any decompositional method that estimates the structure of a consumer’s preferences given his/her overall evaluations of a set of alternatives that are prespecified in terms of levels of different attributes’. 

---
Table 1: Main forms of the contingent valuation method

<table>
<thead>
<tr>
<th>Form</th>
<th>Main features</th>
</tr>
</thead>
<tbody>
<tr>
<td>Open-ended question</td>
<td>Respondents are directly asked their maximum willingness to pay</td>
</tr>
<tr>
<td>Iterative bidding/bidding game</td>
<td>Respondents are asked whether they are willing to pay a certain amount, and then extra or reduced increments, depending on whether they respond positively or negatively to the initial bid, until their maximum willingness to pay is reached</td>
</tr>
<tr>
<td>Payment card</td>
<td>Respondents are given a card that contains a number of payment bids and choose one</td>
</tr>
<tr>
<td>Dichotomous/discrete choice</td>
<td>Often referred to as the ‘referenda model’, respondents are asked whether they support a change in environmental quality given a specified additional payment</td>
</tr>
<tr>
<td>Double-bounded dichotomous choice</td>
<td>Similar to dichotomous choice except that if respondents support the payment they are then asked whether they would pay a slightly higher amount. If they don’t support the payment they are asked if they are willing to pay a slightly lower amount</td>
</tr>
<tr>
<td>Polychotomous choice</td>
<td>Similar to dichotomous choice except respondents are able to indicate the extent to which they are in favour of or oppose the good</td>
</tr>
</tbody>
</table>

CVM questionnaires also contain questions to determine respondents’ socioeconomic characteristics, as well as other information about their environmental attitudes and anything else that may affect willingness to pay. These data are used to demonstrate whether theoretical relationships between willingness to pay and independent variables such as income hold.

The final part of a CVM study is the statistical analysis. Responses are usually regressed against the socio-economic and attitudinal characteristics of respondents, as well as price in the case of discrete choice formats. The estimated equation is used to provide aggregate estimates of mean or median Hicksian surplus.

Hanemann (1984) and Hanemann & Kanninen (1996) show that the behavioural basis of the discrete choice format CVM is random utility theory (RUT). RUT assumes that the probability of an individual choosing a good from an array of goods is dependent on the utility of the good relative to the utility of other goods. In other word, an individual q will choose alternative i over alternative j if and only if $U_{iq} > U_{jq}$ ($i \neq j \in A$), where A is the choice set faced by the individual. In RUT the utility of a good is considered to depend on observable components, including a vector of attributes (x) and individual characteristics (s), as well as unobservable components (e). Unobservable components are treated as if they are random, and are assumed to follow some distribution function. The utility of good i can be represented as, $U_{iq} = V(s_i, x_{iq}) + e_{iq}$ where V is an indirect utility function. The probability of choosing alternative i can be written as:

$$P(i|i,j \in A) = P[(V_{iq} + e_{iq}) > (V_{jq} + e_{jq})]$$

The probability of someone choosing i instead of j is equal to the probability that their deterministic utility (V) plus their random utility (e) for i is greater than for j. By rearranging the terms in the above equation it can be seen that the probability that an individual drawn randomly from a sampled population will choose a given alternative is equal to the probability that the difference between the random utility of alternative j and i is less than the difference between the deterministic utility of alternative i and j:

$$P(i|i,j \in A) = P[(V_{iq} - V_{jq}) > (e_{jq} - e_{iq})]$$
2.2 Contingent Rating

The two main differences between CVM and contingent rating (and other SP techniques) are the number of resource use alternatives that are evaluated by respondents and the method of evaluation. In CVM applications there are usually only one or two resource use alternatives evaluated by respondents and, under the dichotomous choice format, respondents indicate whether they support or oppose the alternative. In contingent rating applications a series of resource use alternatives are evaluated by respondents, one at a time, through the use of a ratings scale. Respondents are not asked to compare the different alternatives, but rather are asked to rate each separately. For example, the following resource use alternative may be presented to a respondent:

**Table 2: Example from a contingent rating survey**

<table>
<thead>
<tr>
<th>Wetland management survey</th>
<th></th>
</tr>
</thead>
<tbody>
<tr>
<td>Please circle one of the numbers below to show your preferences for the following alternative:</td>
<td></td>
</tr>
<tr>
<td>Water quality</td>
<td>fair</td>
</tr>
<tr>
<td>Number of waterbirds</td>
<td>50,000</td>
</tr>
<tr>
<td>Area of wetland</td>
<td>60,000 ha</td>
</tr>
<tr>
<td>Household cost</td>
<td>$40</td>
</tr>
<tr>
<td>1</td>
<td>2</td>
</tr>
<tr>
<td>Weakly Preferred</td>
<td>Strongly Preferred</td>
</tr>
</tbody>
</table>

The use of contingent rating as a stated preference technique originated in the marketing area. Wittink & Cattin (1989) report that there were about 400 commercial conjoint studies undertaken each year in the USA during the early 1980s, and that 49% of these involved ratings scales. There have also been several applications involving the valuation of environmental goods, including recreational fishing (Roe, Boyle & Teisl forthcoming) and preservation of the bandicoot (Jakobsson, Kennedy & Elliott 1995).

The theoretical basis of contingent rating is information integration theory (IIT) (Anderson 1982, Lynch 1985, Louviere 1988a). Under IIT respondents are assumed to evaluate separately each piece of information about an option presented to them and assign a value to each piece of information. The information is then integrated by respondents to produce an overall evaluation which is transformed into a rating. As well as assuming that people are able to transform their evaluations into ratings, IIT theory usually assumes that the errors people make in deriving ratings are normally distributed. If these assumptions hold, ordinary least squares can be used to diagnose and test utility functions.

As shown in Table 3, the information that respondents ‘integrate’ involves a set of attributes (or resource use characteristics) that have multiple levels. The choice of attributes and attribute levels is based on factors such as which attributes are relevant to respondents’ decisions, attribute levels actually existing at the site, policy relevant attributes and levels and the need for parsimony. For example, in the evaluation of a wetland, an analyst may select the following four attributes and attribute levels from which to develop resource use alternatives. Notice that in this example two attributes have two levels and two have three levels.
Table 3: Attributes and levels for a wetland

<table>
<thead>
<tr>
<th>Attributes</th>
<th>Levels</th>
</tr>
</thead>
<tbody>
<tr>
<td>Water quality</td>
<td>Good, fair, poor</td>
</tr>
<tr>
<td>Number of waterbirds</td>
<td>100,000 waterbirds, 50,000 waterbirds</td>
</tr>
<tr>
<td>Area</td>
<td>60,000 ha, 20,000 ha</td>
</tr>
<tr>
<td>Cost</td>
<td>$70, $40, $10</td>
</tr>
</tbody>
</table>

These attributes can be combined to form $2^2 \times 3^2$ or 36 different resource use options. The total number of resource use options or alternatives which can be formed from a set of attributes is known as a complete factorial. Complete factorials have two significant properties. In a complete factorial each attribute level occurs in an equal number of choice alternatives, and occurs with other attribute levels an equal number of times. The attributes are said to be orthogonal or independent, which means that multicollinearity between attributes is eliminated. Secondly, because all possible combinations of attributes and attribute levels are included within a complete factorial, it is possible to estimate all two and higher level interactions in addition to main effects when attempting to model respondents’ behaviour using regression techniques.

In many studies it is not possible to evaluate all resource use alternatives within a complete factorial because the number of possible resource use alternatives increases exponentially with the number of attributes and attribute levels. Given that it is desirable to have multiple evaluations of each resource use alternative to allow tests of variance, a method is needed to reduce the number of choice alternatives. In practice, most applications systematically sample from complete factorials by using fractional factorials. A fractional factorial consists of a ‘fraction’ of the resource use alternatives within a complete factorial. It is possible to maintain the property of orthogonality within a fractional factorial, although information about some or all interactions will be lost. However, in some cases it is possible to select a fractional factorial which excludes information about potentially unimportant interactions. Basic main effects and main effects designs with interactions are available in Box & Hunter (1961), Addelman (1962a, 1962b) and Dey (1985).

After the resource use alternatives have been generated using complete or fractional factorials they are evaluated by respondents using ratings scales. Respondents’ ratings are then regressed against the attributes using ordinary least squares (OLS). Where an appropriate experimental design has been used the existence of significant interaction effects can be demonstrated by the significance of the interaction coefficient. If there are no interaction effects, the marginal rate of substitution between each attribute and price provides a measure of the value or ‘part-worth’ of each attribute. Part-worths are calculated by dividing the estimated coefficients of each of the attributes by the coefficient of price. A per respondent estimate of the value of an aggregate change in environmental quality is found by adding

---

2 A main effect refers to the contribution of change in one of the attributes (e.g. $X_1$, $X_2$ or $X_3$) on the dependent variable, which in this case is ratings. A two way interaction effect occurs when the magnitude of a main effect changes at different levels of a second attribute (and is represented by $X_1X_2$); a three way interaction occurs when the magnitude of a two way interaction changes at different levels of a third attribute and so on.

3 Ratings have, however, only ordinal and not cardinal interval significance and therefore should not be analysed by OLS which implicitly treats ratings as cardinal intervals. The cardinality assumption in OLS implies that a unit increase in the ratings scale represents a similar increase in utility regardless of the level of the ratings scale. It also implies that if a respondent gives bundle $Z^0$ a rating of 8 and bundle $Z^1$ a rating of 4, that the respondent is indifferent between two bundles of $Z^1$ and a bundle of $Z^0$ (Mackenzie 1992). Secondly, OLS multiple regression analysis yields biased and inefficient estimates of coefficients as ratings are discrete and not continuous. Several recent studies have used contingent rating but have analysed the data using ordered logit or probit (e.g. Gan & Luzar 1993; Mackenzie 1992, 1993; Jakobsson et al 1995). These studies are a hybrid contingent rating-ranking study. While they elicit ratings, the ratings are treated ordinally which is identical to how the data from a contingent ranking study is treated.
part-worths. However, these are only unconditional or relative estimates of willingness to pay. Contingent rating estimates are not conditional on respondents agreeing to purchase a good. Hence while valid estimates of the marginal rate of substitution between attributes may be derived from respondent’s ratings of resource use alternatives, estimates of value derived from the marginal rate of substitution will be biased if respondents would not actually choose to purchase the good.

2.3 Contingent Ranking

The characteristic feature of contingent ranking is the ranking by respondents of three or more resource use alternatives from most to least preferred, as shown in Table 4. There have been a number of applications of the contingent ranking method that have attempted to estimate the value of environmental goods, including electric cars (Beggs, Cardell & Hausman 1981), improved air quality (Rae 1983), improved water quality (Smith & Desvousges 1986), hazardous waste risk reduction (Smith, Desvousges & Freeman 1985), reduced diesel odours from motor vehicles (Lareau & Rae 1987) and recreational hunting (Mackenzie 1993).

Table 4: Example from a contingent ranking survey

<table>
<thead>
<tr>
<th>Wetland management survey</th>
</tr>
</thead>
<tbody>
<tr>
<td>Please rank the three alternatives below, from most to least preferred by placing the numbers 1, 2 and 3 in the boxes below:</td>
</tr>
</tbody>
</table>

<table>
<thead>
<tr>
<th>Water quality</th>
<th>Alternative 1</th>
<th>Alternative 2</th>
<th>Alternative 3</th>
</tr>
</thead>
<tbody>
<tr>
<td>Number of waterbirds</td>
<td>fair</td>
<td>good</td>
<td>poor</td>
</tr>
<tr>
<td>Area of wetland</td>
<td>50,000 ha</td>
<td>100,000 ha</td>
<td>20,000 ha</td>
</tr>
<tr>
<td>Household cost</td>
<td>$40</td>
<td>$70</td>
<td>$10</td>
</tr>
</tbody>
</table>

As with contingent rating, contingent ranking allows the estimation of part-worths as well as the aggregate value of environmental goods. It also, however, shares the weakness of contingent rating that respondents are not able to express opposition to payment for the environmental good, except through providing a low ranking. Hence the valuation estimates derived in contingent ranking studies are also unconditional.

The use of contingent ranking for valuing environmental goods was stimulated by the seminal study by Beggs et al (1981) who showed that contingent ranking could be based on RUT (Thurstone 1927, McFadden 1974), and suggested statistical methods for analysing data that corresponded to RUT. Prior to the study by Beggs et al (1981) researchers had no direct way of statistically analysing the results of a ranking exercise. Because of the dearth of statistical techniques, researchers either converted rankings to a ratings scale or asked respondents to place alternatives which they had initially ranked onto a ratings scale, and then analysed the data using OLS multiple regression (eg Whitmore & Cavadias 1974). Hence many of the early contingent ranking studies were conceptually very similar to contingent rating studies, and in a statistical sense, virtually identical. Beggs et al (1981) showed, theoretically, that the ranking of alternatives is equivalent to the probability of choosing the good with the highest utility from a choice set A, multiplied by the probability of choosing the good with the next highest utility out of the remaining goods and so on. This is shown in the following conditional

---

4 Using labels to denote the lowest rating as ‘oppose payment’ is unlikely to make the results conditional as respondents use ratings scales in various ways and may use several of the lowest ranks to indicate that they oppose payment.

5 In marketing applications before the availability of ordered logit models algorithms such as MANANOVA were used to evaluate ranked data (eg Green & Rao 1971, Hargreaves, Claxton & Siller 1976). A weakness of MANANOVA is that there is no theory of errors, hence there are no tests of significance (Louviere 1988b).
probability distribution, where \( m \) represents a resource use alternative, \( J \) is the set of resource use alternatives, \( h \) represents rank, and \( H \) is the total number of rankings which is equivalent to the lowest ranking:

\[
Pr(U_1 > U_2 > ... > U_H \text{ for } H \leq J) = \prod_{h=1}^{H} \left[ e^{V_h} / \sum_{m=1}^{H} e^{V_m} \right]
\]

Based on their theoretical exposition, Beggs et al (1981) proposed the use of the ordered logit model to explain rankings in terms of attributes. Despite the work of Beggs et al (1981), some questions remain about the ability of contingent ranking to satisfy the assumptions of RUT. Respondents may use strategies when ranking alternatives that are contrary to RUT, especially when rankings are complex (Chapman & Staelin 1982, Smith & Desvousges 1986). For example, they may rank the alternative with the highest and lowest utility and randomly rank those in the middle. Or they may just rank the top one or two and randomly assign the remaining alternatives. Alternatively respondents may use a bottom-up ranking methodology. Violations of RUT have been indicated by several studies which have found that the sampling variance is much greater with lower ranked alternatives (eg Chapman & Staelin 1982; Hausman & Ruud 1987; Ben-Akiva, Morikawa & Shiroshi 1992). This violates RUT because greater variance at lower ranks affects the probability of choice. Consider the following probability expression reported earlier:

\[
P(\text{i} | \text{i,j} \in A) = P[(V_{iq} - V_{jq}) > (e_{iq} - e_{jq})]
\]

As the variance increases at lower ranks, \( e_{iq} - e_{jq} \) increases thereby affecting the probability of choice. Hausman & Ruud (1987) suggested introducing a scale parameter, \( \tau \), that would vary across rankings and would allow for differences in cognitive burden. However, this model is not consistent with the random utility model, as it implies a different set of preferences for each choice set within a ranking activity (Hanemann & Kanninen 1996). Moreover, Hausman & Ruud (1987) found that the scale parameter did not increase monotonically with the number of items ranked, while Ben-Akiva et al (1992) found that re-scaling did not produce completely consistent rankings.

At least one contingent ranking study has attempted to value multiple goods (Rae 1983). However, this is only possible using ordered logit if the goods are not close substitutes. This is because of the irrelevance of irrelevant alternatives (IIA) assumption which results from the error term distribution of the ordered logit model. This assumption is discussed more fully in Section 2.6. With the ordered logit model there is limited prospect of resolving IIA violations.

### 2.4 Paired comparison

In a paired comparison, respondents are presented with two choice alternatives and are asked to rate the difference between the two alternatives, usually on a five point scale (see Table 5). The paired comparison method has been used to estimate the value of several environmental goods, including

---

6 The index function of the ordered logit model is of the form \( y^* = \sum \alpha_i + \beta'x \) for \( i = 1...j \), where \( y^* \) is a ranking, and \( \alpha_i \) are dummy variables that represent ranking thresholds.

7 Chapman & Staelin (1982) comment that ‘if decision makers reverse this procedure…the choice probabilities generated from such a bottom-to-top procedure will be equal to the top-to-bottom procedure only if the alternatives in each choice set are equally likely to be chosen, a rather restrictive situation’.

8 Some researchers define studies where respondents are asked to choose their preferred alternative out of a set of two alternatives as paired comparison (eg Lockwood 1996; Peterson, Brown, McCollum, Bell, Birjulin & Clarke 1996). We define any studies were respondents choose their most preferred alternative from a set of two or more alternatives as CM.

Table 5: Example from a paired comparison survey

<table>
<thead>
<tr>
<th>Remnant vegetation management survey</th>
</tr>
</thead>
<tbody>
<tr>
<td>Please indicate which of the two alternatives you prefer most by circling one of the numbers below:</td>
</tr>
<tr>
<td>Alternative 1</td>
</tr>
<tr>
<td>Rarity of species</td>
</tr>
<tr>
<td>Ease of visit</td>
</tr>
<tr>
<td>Area</td>
</tr>
<tr>
<td>Household cost</td>
</tr>
</tbody>
</table>

<table>
<thead>
<tr>
<th>Strongly Prefer Alternative 1</th>
<th>1</th>
<th>2</th>
<th>3</th>
<th>4</th>
<th>5</th>
</tr>
</thead>
</table>

The pairs of resource use alternatives presented to respondents in paired comparison exercises have predominantly been generated using computer algorithms. The main motivation for using computer algorithms is that it saves the researcher from having to manually develop an experimental design. Some computer algorithms used for the paired comparison method, such as ‘Adaptive Conjoint Analysis’, claim to produce designs that are close to orthogonal. Adaptive Conjoint Analysis initially randomly selects a pair of resource use alternatives for respondents to evaluate. Based on a respondent’s evaluation, the algorithm then successively seeks pairs of alternatives that are closest in utility for respondents to evaluate so that points of indifference can be found more efficiently (Johnson et al 1995). The algorithm seeks points of indifference because they provide the greatest amount of information about the value of attributes. Whilst intuitively appealing, some applications of Adaptive Conjoint Analysis have experienced problems with non-convergence (eg Johnson et al 1995), so that more recent studies have resorted to more traditional design methods (eg Desvousges et al 1996).

The data from paired comparison have been analysed using OLS (eg Magat et al 1989, Viscusi et al 1991, Krupnick & Cropper 1992) and ordered logit/probit procedures (Johnson et al 1995, Griner forthcoming). Similar to contingent rating and ranking, the paired comparison method produces estimates of the value of unit changes in attributes as well as estimates of the aggregate value of changes in environmental quality. Paired comparison also shares the limitation of contingent rating and ranking that estimates of value are unconditional as respondents are not able to oppose payment. A possible method of providing respondents with the ability to express opposition to payment is to include a constant base alternative in each paired comparison which represents the status quo (eg Segal 1995). However, respondents may also not choose to purchase a good represented by the status quo.

The behavioural basis of paired comparison is also not clearly defined. In IIT, respondents are assumed to evaluate pieces of information separately and assign each a value, and then integrate this information into an overall evaluation which is transformed into a rating. The process whereby respondents evaluate two separate bundles of information, define a difference between them and convert this into a rating is not well understood.

The study by Sinden (1974) is slightly different to the other studies as respondents were asked how much they were willing to pay to visit a more preferred alternative over a base alternative. Sinden (1974) also comments that ‘data on two further measures of preference were collected…They were rank order (1 to 5) and a scaling (1 to 100)...These were not relevant as measures of intensity of preferences…interpersonal comparisons of preferences are impossible because these lack a common qualitative unit…In any case these two measures did not prove to be statistically significant...’.
2.5 Choice Modelling

CM is a stated preference technique in which respondents choose their most preferred resource use option from a number of alternatives (see Table 6). CM was developed initially in the work of Louviere & Hensher (1982) and Louviere & Woodworth (1983). It has been frequently used in the evaluation of choices involving consumer goods (eg Louviere & Woodworth 1983), transportation (eg Hensher et al 1989, Hensher 1991), tourism (eg Morley 1994) and the selection of landfill sites (Opaluch, Swallow, Weaver, Wessells & Wichelns 1993). There have been a few applications that have valued environmental goods, including Adamowicz, Louviere & Williams (1994) who estimated water-based recreational value and Rolfe & Bennett (1996) who estimated the value of preserving international rainforests.

Choice models can be used to analyse choices between branded as well as generic alternatives. A generic choice set contains unlabelled alternatives (eg alternative 1, 2 or 3), whereas branded alternatives are labelled (eg Macquarie Marshes, Gwydir Wetlands, Narran Lakes). It is therefore possible to use CM to value simultaneously several different sites, and produce site specific estimates of the value of unit changes in attributes.

Table 6: Example from a choice modelling survey

<table>
<thead>
<tr>
<th>Remnant vegetation management survey</th>
</tr>
</thead>
<tbody>
<tr>
<td>Please indicate the alternatives you prefer most by ticking one of the boxes below:</td>
</tr>
<tr>
<td></td>
</tr>
<tr>
<td>Alternatives</td>
</tr>
<tr>
<td>Alternative 1            Alternative 2</td>
</tr>
<tr>
<td>Rarity of species          Fairly rare    Not rare at all  Choose</td>
</tr>
<tr>
<td>Ease of visit              No visits allowed Easy to visit neither</td>
</tr>
<tr>
<td>Area                      100 ha            500 ha</td>
</tr>
<tr>
<td>Household cost             $10              $20</td>
</tr>
</tbody>
</table>

Choice models produce estimates of the value of changes in individual attributes as well as the value of aggregate changes in environmental quality. Therefore CM can be used to produce estimates of the value of multiple resource use alternatives. The estimates are conditional or absolute measures of value if a ‘choose neither’ option is included as an alternative\(^{10}\) (see Table 6).

As with contingent ranking, CM is based on RUT which suggests that consumers seek to maximise utility when they make choices. As noted above, RUT holds that there is a deterministic or observable component and a random or unobserved component of utility. The most common assumption made about the unobserved or error term in CM is that it is independently and identically distributed (IID), which means it has an extreme value error distribution (Ben-Akiva & Lerman 1985). The extreme value distribution implies a multinomial logit model with the following form, where $V$ represents the systematic component of the utility of an alternative and $\lambda$ is a scale parameter:

$$P_i = \frac{\exp(\lambda V_i)}{\sum \exp(\lambda V_j)}$$  where $j = 1,...,n$

The structure of the multinomial logit model depends on the form of the indirect utility function. An additive indirect utility function can be used to estimate main effects, or a polynomial form may be used to calculate interaction effects if an appropriate fractional factorial is selected.

The scale parameter, $\lambda$, results from the extreme value or Gumbell distribution which is the error distribution used to derive logit models (Ben-Akiva & Lerman 1985, Swait & Louviere 1993)\(^{11}\). The

\(^{10}\) Including a ‘choose neither’ option is also useful for testing for IIA violations. Testing IIA requires at least three options, which can be satisfied by including a ‘choose neither’ option (Adamowicz et al 1994).

\(^{11}\) A scale parameter is also found in probit models which have a normal distribution (Swait & Louviere 1996).
scale parameter is inversely related to variance and is equal to $\pi^2/6\mu^2$ where $\mu$ is equal to the variance of the error term. The scale parameter cannot be identified in a specific model because it is confounded with the explanatory variables, and is usually arbitrarily set to one. This is appropriate when estimating partworths as the scale parameter is cancelled when one explanatory variable is divided by another. However, the scale parameter can affect the validity of comparisons between models, as differences in variance affect the magnitude of model parameters. The parameters of two different models may therefore appear to be unequal when all that really differs is the variance of the models. While it is not possible to estimate the scale parameter in any particular model, it is possible to estimate the ratio of scale parameters in two different data sets. By identifying this ratio accurate tests of the equality of parameter estimates in different models can be conducted (Swait & Louviere 1993).

An important aspect of the multinomial logit model and all logit models is the independence of irrelevant alternatives (IIA) property. This property arises from the IID assumption and states that the probability of choosing an alternative from a subset of alternatives depends only on the alternatives included in the choice set and is independent of any other alternatives which might exist. Ben-Akiva & Lerman (1985) suggest that the IIA property is a special case of order independence. This implies that the model coefficients will be biased if the multinomial logit model is used to value goods that are close substitutes. This is because the addition of a substitute can affect the ordering of preferences. It is however possible to use more complex models such as the nested or mother logit to value goods that are close substitutes (Hensher & Johnson 1981; Ben-Akiva & Lerman 1985). McFadden (1987) reports various methods for testing for violations of the IIA assumption.

Experimental design is required to derive the choice sets that are evaluated by respondents. Both sequential and simultaneous designs can be used to derive choice sets (Bunch, Louviere & Anderson 1993). Sequential designs involve using fractional factorials to derive a parsimonious set of resource use alternatives. Further experimental design is then used to combine resource use alternatives into choice sets. In simultaneous designs resource use alternatives and choice sets are derived at the same time.

CM is an iterative process because of the experimental design process. For example, a design where two way interactions are not confounded must be selected for two way interactions to be estimated. However, if some or all of the two way interactions prove to be insignificant, a simpler and more efficient design can be selected. To test for violations of the IIA assumption a type of simultaneous design, known as the L$_{18}$ design, which allows estimation of cross effects is required. Cross effects refer to the effect of the attributes of one alternative on the utility of another alternative. If such effects exist there is a violation of the IIA assumption. Again, if cross effects are not significant a more efficient design that does not allow for their estimation may be selected. By following this iterative process greater precision in parameter estimation can be achieved.

### 2.6 Summary

Some of the differences between the SP techniques are summarised in Table 7. The main differences are in the methodology, statistical analysis and behavioural basis of the techniques.

In terms of methodology, the most obvious difference between SP techniques is in the elicitation question. In the discrete choice CVM respondents are asked whether they support or oppose a specified payment for a number of resource use alternative; in contingent rating respondents provide a rating for various resource use alternatives; in contingent ranking respondents rank several resource use alternatives; in paired comparison respondents indicate which of two alternatives they prefer most through use of a ratings scale; and, in CM respondents choose their preferred alternative.

SP techniques differ in the type of statistical analysis required. Discrete choice CVM usually utilises binary logit while other forms of the CVM use OLS. Contingent rating uses OLS. Contingent ranking applications use either ordered logit and probit. Early applications of paired comparison used OLS, but more recent applications have used either ordered logit or probit. Most CM application use either nested or multinomial logit.
The behavioural basis of the discrete choice CVM and CM is RUT. Several researchers also contend that contingent ranking is based on RUT. While this can be demonstrated in theory, in practice, contingent ranking violates the assumptions of RUT. Contingent rating is based on IIT which, in practice, is usually violated. The behavioural basis of paired comparison is unclear.

Table 7: Overview of Stated Preference Techniques

<table>
<thead>
<tr>
<th>Feature</th>
<th>CVM</th>
<th>Contingent rating</th>
<th>Contingent ranking</th>
<th>Paired comparison</th>
<th>CM</th>
</tr>
</thead>
<tbody>
<tr>
<td>Behavioural basis</td>
<td>RUT (discrete choice CVM)</td>
<td>IIT</td>
<td>RUT (unclear)</td>
<td>?</td>
<td>RUT</td>
</tr>
<tr>
<td>Elicitation method</td>
<td>Discrete choice</td>
<td>Provide rating</td>
<td>Rank several</td>
<td>Rate difference</td>
<td>Choose</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td>alternatives</td>
<td>between two</td>
<td>preferred</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td></td>
<td>alternatives</td>
<td>alternative</td>
</tr>
<tr>
<td>No of alternatives evaluated</td>
<td>1 or 2</td>
<td>Many</td>
<td>Many</td>
<td>Many</td>
<td>Many</td>
</tr>
<tr>
<td>Substitute goods included</td>
<td>No</td>
<td>No</td>
<td>Yes (as long as II A not violated)</td>
<td>No</td>
<td>Yes</td>
</tr>
<tr>
<td>Express ambivalence/ preference intensity</td>
<td>Yes (poly-chotomous choice only)</td>
<td>Yes</td>
<td>No</td>
<td>Yes</td>
<td>No</td>
</tr>
<tr>
<td>Computer algorithms</td>
<td>n/a</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Experimental design</td>
<td>Basic designs only</td>
<td>Yes</td>
<td>Yes</td>
<td>Option</td>
<td>Yes</td>
</tr>
<tr>
<td>Statistical analysis</td>
<td>OLS or binary logit</td>
<td>OLS</td>
<td>Ordered logit/probit</td>
<td>OLS or ordered logit/probit</td>
<td>Multinomial, nested or mother logit</td>
</tr>
<tr>
<td>Welfare measure</td>
<td>Absolute</td>
<td>Relative</td>
<td>Relative</td>
<td>Relative</td>
<td>Absolute</td>
</tr>
<tr>
<td>Data produced</td>
<td>Aggregate value</td>
<td>Information on relative preferences</td>
<td></td>
<td>Aggregate + attribute value</td>
<td></td>
</tr>
</tbody>
</table>

3 Applying stated preference techniques in the non-market valuation context

The previous section was primarily concerned with identifying methodological differences between the various SP techniques. In this section the appropriateness of these techniques for use in the non-market valuation context is assessed, where ‘appropriateness’ is defined in terms of validity and reliability. An estimate is considered to be valid when the mean of the distribution of the observed values is equal to the true value. In statistical jargon, it is unbiased. An estimate is reliable when it can be reproduced. Reliability reflects the variance of observed values around the true value.

While techniques such as contingent rating and ranking, paired comparison and CM have been widely used in the marketing literature, their use for the purpose of non-market valuation has only recently begun to attract the attention of environmental economists. Although empirical results are drawn upon where possible, there is a general lack of studies in this area.

In Section 3.1 the evidence of the existence of bias in SP applications is reviewed. In Sections 3.2 and 3.3 evidence about the theoretical and predictive validity of estimates made using each of the SP techniques is examined, while the reliability of estimates made using SP techniques is assessed in Section 3.4.
3.1 Biases associated with using SP techniques to estimate non-market values

Bias in SP applications can affect both the validity and reliability of estimates. Bias can cause observed values to differ from true values, and/or increase the variance of estimators. This section lists some of the common biases found in environmental applications of SP techniques, reviews the empirical and *a priori* theoretical evidence of their existence and where evidence does not exist, considers the form it might be expected to take. It is not the intention here to review the wealth of literature that addresses biases in techniques such as the CVM. Rather we focus on a comparison of the different techniques. Table 9, which is at the end of Section 3.1, summarises the biases that can be expected in each technique.

Embedding effects

A debate that received prominence after an article was published by Kahneman & Knetsch (1992) concerns the existence of what has become known as the ‘embedding effect’. The embedding effect is said to occur when the estimated mean willingness to pay for a good is lower when it is valued as part of a more inclusive good, rather than on its own. In Table 8, the embedding effect would occur if good BC1, which is a component of good ABC1, is not equal to good BC2, or goods C1, C2 and C3 are not equal. The problem with this effect is that, if it occurs, the estimated value of an environmental good will be determined by how the good is framed, and their is limited consensus about what constitutes an appropriate framing. In addition to Kahneman & Knetsch (1992), several recent studies have also shown this effect (Lockwood 1992, Brown, Barro, Manfredo & Peterson 1995). Kahneman & Knetsch (1992) suggest that the embedding effect occurs because people are seeking a ‘warm-glow’ associated with contribution to a good cause, while Kahneman (1986) and Blamey (1996) suggest that the embedding effect may be observed in practice if respondents are expressing more generalised attitudes and values than are sought by the researcher. Randall & Hoehn (1996) however demonstrate that embedding should occur through an analysis of the effect in a demand system for marketed goods. The primary theoretical defence given for embedding is the existence of substitution effects (see Smith 1992): when people are made aware of the existence of substitutes they will reduce their willingness to pay. Hence the critical factor is finding the appropriate level of embedding or framing to be incorporated in a survey design.

---

12 Kahneman & Knetsch (1992) argue that ‘Although the notions of substitution and satiation may apply to some environmental goods, they do not readily extend to existence values for beautiful sites, historic landmarks, or endangered species.’ Embedding in these situations can be explained by income effects (see Lockwood 1992). As the definition of the goods requiring payment broadens, respondents have less income available to spend on each component of the good. Kahneman & Knetsch (1992) counter this point by arguing that WTP is typically a small percentage of income. However, it is not necessarily a small percentage of discretionary income or the discretionary income that people might allocate in their budget to these types of expenses.
Table 8: Kahneman & Knetsch’s (1992) survey design

<table>
<thead>
<tr>
<th>Inclusiveness of the good</th>
<th>Subsample 1</th>
<th>Subsample 2</th>
<th>Subsample 3</th>
</tr>
</thead>
<tbody>
<tr>
<td>ABC1</td>
<td>BC1</td>
<td>BC2</td>
<td>C3</td>
</tr>
<tr>
<td>BC1</td>
<td>C1</td>
<td>C2</td>
<td></td>
</tr>
<tr>
<td>C1</td>
<td></td>
<td></td>
<td></td>
</tr>
</tbody>
</table>

Note: in each subsample respondents were asked to value the good in the top row first and then goods in lower rows.

Other SP techniques are also likely to be subject to embedding effects. Importantly, however, one would expect the effect to be reduced when respondents are made aware of relevant substitutes. In the CVM this is done by reminding respondents about relevant substitutes. In contrast, with CM (and contingent ranking in certain cases) it is possible to include substitute goods within the valuation exercise, providing a more rigorous valuation context. Information about substitutes in consumption can be found prior to an SP survey through focus groups, and information about substitutes in production or supply are established by researchers with reference to the policy context.

Part-whole bias

A bias that is related to the embedding effect is part-whole bias. This occurs when respondents value a larger of smaller good than the researcher’s intended good (Mitchell & Carson 1989). It is demonstrated in Table 8 by the equality of values estimated for goods ABC1, BC2 and C3 which all have a different scope. This bias occurs in CVM studies when respondents’ willingness to pay is insensitive to the scope of the good that is valued ie respondents’ willingness to pay does not increase monotonically with increased provision of an environmental good. In other words, estimated willingness to pay is independent of the level of the attributes of an environmental good. In addition to the reasons given by Kahneman & Knetch (1992), Kahneman (1986) and Blamey (1996) for the existence of the embedding effect, the main reasons given for the occurrence of part-whole bias are lack of familiarity with the good (Boyle, Desvousges, Johnson, Dunford, & Hudson 1994); that the probability that a good will be provided falls as the scope of the good increases therefore reducing willingness to pay (Carson 1995); and bounded rationality in which people are not capable of discerning differences in scope when they are below certain perceptual thresholds. Boyle et al (1994) found part-whole bias when they used three different impacts that differed substantially in aggregate numbers but differed little in terms of relative impact. The majority of studies examining part-whole bias, however, have found significant scope effects (Carson 1995)13, although most of these studies have been for changes that are substantial. Hence it appears that while the CVM can be used to value relatively large and significant changes, it is still questionable whether it can be used to value relatively minor changes.

Whether other SP techniques are less prone to part-whole bias than the CVM is yet to be demonstrated. However, one might expect that the more explicit attention given to differences in attribute levels with these other techniques may cause results to be less prone to this form of bias.

Hypothetical bias

Hypothetical bias is sometimes cited in applications of the CVM, and is a potential problem for all SP techniques. Hypothetical bias occurs when respondents do not believe that their answers to an elicitation question will have any policy significance. If this view is taken, there is little incentive for respondents to think carefully about either the environmental good in question or payment outcomes. Response strategies may thus be subject to greater influence from internal psychological motives related to honesty, value-expression and civic duty (Blamey 1996). Hypothetical bias is likely to occur in studies which inform respondents that scenarios are hypothetical, and others such as student surveys which clearly have little input to policy. Hypothetical bias does not necessarily lead to over or under estimates of mean of median willingness to pay, although it is almost certainly associated with greater variance of parameter estimates. Alternatives to CVM that involve stating preferences for a series of policy options may be prone to hypothetical bias if the impression is given that the exercise is little

13 Carson (1995) reports 33 studies which have found statistically significant scope effects, 19 of which estimated preservation values.
more than an ‘academic game’. However, where surveys are clearly not ‘academic’, respondents may view the evaluation of multiple resource use alternatives as more realistic than CVM referenda. This may act to reduce hypothetical bias.

Payment vehicle bias

Payment vehicle bias refers to any biases stemming from problems with the payment vehicle. Generally speaking, these problems take one of three forms. First, a given payment vehicle such as an increase in water rates may not apply to a portion of the sample causing these respondents to discount payment information. For example, farmers who rely solely on bore water do not pay water rates and can therefore ‘free ride’ in a CVM survey. Second, respondents may not believe that the specified payment vehicle would ever be implemented, or that the bid value is implausible. Finally, respondents may object on ethical grounds to the implementation of the specified payment vehicle, which, in CVM surveys, is likely to lead to protest no responses. The existence of payment vehicle bias in CVM applications has been widely researched and many studies have found evidence of payment vehicle bias (eg Daubert & Young 1981; Greenley, Walsh & Young 1982; Carlos 1991; Schechter & Kim 1991; Bennett et al forthcoming).

It has been suggested that other SP techniques do not suffer payment vehicle bias to the same extent as the CVM. Rolfe & Bennett (1996) suggest that CM may reduce the likelihood of payment vehicle bias by de-emphasising the payment mode\(^\text{14}\). However, there is little empirical evidence to support this hypothesis. Indeed for contingent ranking it is unlikely that payment vehicle bias will be less than with the CVM because in most empirical applications there have only been a few attributes used. For example, Smith & Desvousges (1986) used only two attributes (one of which was price) and Rae (1983) used only three attributes. With so few attributes the possibility of deemphasising the payment vehicle will be substantially reduced. This is reflected in evidence of payment vehicle bias in the study by Rae (1983) where 18% of respondents refused to trade off increased entry fees for improved visibility. However contingent rating, paired comparison and CM applications usually involve greater numbers of attributes.

Strategic bias

One of the first biases that researchers identified as a potential problem for the CVM was strategic bias. Since Samuelson’s (1955) declaration that it was inherently difficult to obtain true valuation of public goods because of ‘free-riding’, many economists have believed that the use of CVM would be open to strategic bias. Strategic bias would occur, say, when somebody with a pro-conservation disposition deliberately oversstates, or somebody with a pro-development disposition deliberately understates, their true bid, in order to affect the final outcome\(^\text{15}\). Strategic bias can have both weak and strong forms: weak forms occur when true bids are only partly reduced or increased; strong forms occur, for example, when a respondent would bid zero when they have a positive willingness to pay. Overall the empirical evidence suggests that only weak forms of strategic bias will occur, if at all. Several studies have found some empirical evidence of weak forms (Bohm 1984; Brubaker 1984; Bennett 1987). Other laboratory and field tests have found little empirical evidence of strategic bias (Bohm 1972; Brookshire, Ives & Schulze 1976; Marwell & Ames 1981; Milon 1989). Only one study has found strong strategic bias in the valuation of the arts in Australia (Throsby & Withers 1986). However, the result found by Throsby & Withers (1986) is possibly due to payment vehicle bias or respondents’ inability to pay additional taxes\(^\text{16}\). Various theoretical reasons have been given for the lack of strategic bias found in empirical

---

\(^{14}\) It is also possible that deemphasising price is not a desirable feature of non-market valuation SP applications, since a primary concern is that respondents become fully aware of payment implications.

\(^{15}\) An alternative explanation of strategic behaviour is that it simply reflects the way respondents deal with uncertainty. Milon (1989) found that behaviour that appears strategic is actually related to uncertainty, and that uncertain respondents are more likely to reduce their bids or abstain rather than overstate values. While uncertainty is a valid explanation for reduced bids, it is also possible that uncertainty could cause bids to increase where respondents have a pro-environment disposition.

\(^{16}\) Throsby & Withers (1986) found honest revelation amongst 65% of respondents, with 35% free-riding. Of the free-riders, about one-third were strong free-riders. Throsby & Withers (1986) initially asked people how much they wanted to pay for the arts out of existing taxes and then compared this with how much they would be willing to pay in addition to current taxes. Honest respondents were defined as those who did not change their responses.
studies, including the opportunity costs of strategic behaviour (Smith 1977), and the value that respondents place on honesty (Johansen 1977, Brubaker 1984, Bennett 1987).

Similar to payment vehicle bias, other SP techniques may not suffer from strategic bias to the same extent as the CVM. This may result if de-emphasising payment reduces the propensity of respondents to act strategically (Rolfe & Bennett 1996). Another possibility is that the cognitive requirements to act strategically may be greater with other SP techniques. However, there is also no empirical evidence to support this hypothesis.

**Starting point bias**

Starting point bias occurs in CVM studies when the amount at which the initial bid is set affects the bid distribution. It has been suggested that this occurs because the starting bid may suggest to the individual the approximate range of ‘appropriate’ bids, or because a good is poorly defined or not distinctly perceived by respondents, or that respondents are not willing to go through an iterative bidding process because they value time highly or become bored (Brookshire, d’Arge, Schulze & Thayer 1981; Cummings, Brookshire & Schulze 1986). A number of studies have analysed whether starting point bias exists when the iterative bidding format is used and the results from these studies have been mixed. Studies by Brookshire et al (1981), Thayer (1981) and Green & Tunstall (1991), using different starting points, found no statistically significant evidence of starting point bias. However two of these studies had small sample sizes and the third did not substantially change starting points. Other studies by Rowe, d’Arge & Brookshire (1980), Boyle, Bishop & Welsch (1985) and Desvousges, Smith & Fisher (1987) did find evidence of starting point bias. Overall it appears that starting point bias can be a significant problem in iterative bidding formats. In recent studies researchers have also found that starting point bias occurs in discrete choice CVM formats (Holmes & Kramer 1995, Herriges & Shogren 1996).

A form of starting point bias may also occur in other SP techniques if the magnitude of attribute levels affects the estimates of part-worths. For example, this may occur if three levels for costs are $20, $50 and $80 instead of $10, $60, $110. While there is no available evidence about the effect of *increasing* the magnitude of attribute levels on parameter estimates, Meyer & Eagle (1982), in a study of shopping centre choice using student respondents, show that *reduced* variability in the levels of ‘major’ attributes can affect the importance of minor attributes. They suggest that this occurs because insufficient variation in major attributes cause respondents to focus on less important attributes when choosing between alternatives. Meyer & Eagle’s (1982) study used both choice based and ratings based elicitation formats.

**Information bias**

Information bias occurs when respondents are sensitive to the quantity or quality of information provided in scenario descriptions that are ‘true’ and ‘accurate’. For the CVM, most researchers have examined whether including background information about costs, existing payments or causes of the problem affects estimates (eg Samples, Dixon & Gowen 1986; Boyle 1989), or alternatively whether informational cues designed to stimulate altruism affects estimates (Ajzen, Brown & Rosenthal 1996). These studies have found that information can affect mean estimates, or at least their precision. However, this is to be expected from the CVM, as well as other SP techniques, which are contingent on the information supplied. Defining the appropriate amount of information to present to respondents is part of all SP surveys and depends on the purpose of the survey and the requirements of respondents. The effect of specific information can be ascertained through focus groups and removed or modified if it is not appropriate or biased.

**Metric bias**

While strategic bias may be occurring it is possible, and even quite likely, that respondents who reduced their bids either were unwilling to pay extra taxes or could not afford to do so. In a recent telephone survey and focus groups held to develop a CVM survey for a public good in South Australia, it was found that many believed that they were already paying sufficient taxes or that public good provision was simply the government’s responsibility (Bennett et al forthcoming). This would cause the strategic bias that Throsby & Withers (1986) found, yet it is probably closer to being a form of payment vehicle bias or due to people’s inability to pay additional taxes.
Metric bias occurs in contingent rating and paired comparison applications because of the use of ratings scales. This bias relates to the difficulty of cardinal measurement of utility and the problems of interpersonal comparison of cardinal measurement of utility first exposed by Robbins (1937). Respondents may use ratings scales in different ways: one respondent may use from 6 to 10 on the scale and another may use 1 to 10 on the scale, while they both have similar preferences. The use of rating scales also rests on the assumption of a monotonic transformation of utility into ratings. It is not clear that this assumption will hold if respondents rank preferred options very highly and other options towards the bottom of the scale, or if the ratings scale is insufficiently small to allow respondents to differentiate between alternatives. Metric bias may bias parameter estimates as well as lead to increased variance.

Non-response bias

Non-response bias arises when there is a low response rate which means that a survey sample may not be representative of the population. Some researchers have argued that certain SP techniques will be less prone to non-response bias because the questionnaires are easier to answer. For example, contingent rating surveys may be easier for respondents to answer as providing ratings allows respondents to express ambivalence (Mackenzie 1993). Mackenzie (1993) reports some evidence of lower protest rates in a survey where respondents were initially asked to rate various alternatives. Only 1.4% of respondents refused to answer the rating questions.

Rolfe & Bennett (1996) contend that respondents find CM exercises easier than some other SP exercises because people are familiar with choices in market transactions and that, cognitively, it is simpler. Choosing a preferred alternative a priori may be less demanding than rating or ranking the same number of alternatives.

---

17 Some researchers have tried to overcome this problem by labelling ratings scales (eg Griner forthcoming) or by adjusting each respondent’s ratings to a common mean (Green & Srinivasan 1978).
18 Ready et al (1995) found slightly higher response rates in the polychotomous choice CVM format, which allows respondents to express ambivalence, than was found in the discrete choice format.
19 However there may be other negative effects on response rates. Mackenzie (1993) also reported that 6.2% of respondents provided identical ratings, reflecting either confusion or laziness, and 2.1% of respondents misread the question. Hence non-useable responses are close to 10% which is similar to what is found in CVM surveys.
Table 9: Evidence of bias in applications of stated preference techniques

<table>
<thead>
<tr>
<th>Bias</th>
<th>CVM</th>
<th>Contingent rating</th>
<th>Contingent ranking</th>
<th>Paired comparison</th>
<th>CM</th>
</tr>
</thead>
<tbody>
<tr>
<td>Embedding effects</td>
<td>Yes</td>
<td>? (Yes)</td>
<td>? (Yes)</td>
<td>? (Yes)</td>
<td>Allows explicit inclusion of substitutes</td>
</tr>
<tr>
<td>Hypothetical bias</td>
<td>Yes</td>
<td>?</td>
<td>?</td>
<td>?</td>
<td>?</td>
</tr>
<tr>
<td>Metric bias</td>
<td>No</td>
<td>Yes</td>
<td>No</td>
<td>No</td>
<td>?</td>
</tr>
<tr>
<td>Non-response bias</td>
<td>Yes</td>
<td>? (Ability to express ambivalence)</td>
<td>?</td>
<td>?</td>
<td>? (Respondents may find choices easier)</td>
</tr>
<tr>
<td>Part-whole bias</td>
<td>Yes</td>
<td>? (Techniques more suited to evaluating changes of a minor nature)</td>
<td>Yes</td>
<td>?</td>
<td>?</td>
</tr>
<tr>
<td>Payment vehicle bias</td>
<td>Yes</td>
<td>? (Multiple attributes de-emphasises payment)</td>
<td>Yes</td>
<td>? (Multiple attributes de-emphasises payment)</td>
<td>? (Multiple attributes de-emphasises payment)</td>
</tr>
<tr>
<td>Starting point bias</td>
<td>Yes</td>
<td>?</td>
<td>?</td>
<td>?</td>
<td>?</td>
</tr>
<tr>
<td>Strategic bias</td>
<td>Yes (weak forms)</td>
<td>?</td>
<td>?</td>
<td>?</td>
<td>?</td>
</tr>
</tbody>
</table>

Note: ? indicates absence of empirical evidence; information in brackets is theoretical evidence

3.2 Theoretical validity

The biases referred to in the previous section can affect the results of SP applications in several ways. One way in which the effect of bias can be assessed is through an examination of theoretical validity. This involves examining whether a priori theoretical relationships between the dependent variable and certain independent variables hold (Mitchell & Carson 1989). Theoretical validity indicates that systematic forms of bias may be limited, as systematic forms of bias are likely to confound theoretical relationships. The independent variables usually included in models are income, age, education, sex and certain attitudinal variables.

For the CVM it is standard practice to include socio-economic and attitudinal variables in valuation functions. Many CVM studies have shown that a priori theoretical relationships hold, including Walsh, Loomis & Gillman (1984), Lant & Roberts (1990), Kaoru (1993) and Kosz (1996). The main variable examined has typically been income as it was believed that income should have a strong and positive effect on willingness to pay. However, Carson & Flores (1995) have shown theoretically that income sensitivity should be low. Other socio-economic variables that are often included in valuation equations are level of education, age and sex. Yet these variables can affect estimates in different ways and there is less certainty about the sign and magnitude of their coefficients.

Very few environmental applications of SP techniques other than the CVM have examined theoretical validity. Three exceptions in applications of contingent ranking are Rae (1983), Smith & Desvousges (1986) and Lareau & Rae (1987), with only the latter two studies finding significant a priori relationships. We could only find two paired comparison studies that have examined theoretical validity (Krupnick & Cropper 1992, Desvousges et al 1996), and no contingent rating or CM studies. Some non-environmental studies using CM have, however, examined theoretical validity, including Louviere, Fox & Moore (1993), Morley (1994) and Hensher (1995). In each of these studies most or all of the a priori relationships were found to be significant.

3.3 Predictive validity
Another way of assessing the validity of SP results is through their predictive power (Mitchell & Carson 1989). This is demonstrated when the choices or estimates predicted using SP techniques are equal to choices or estimates revealed in actual market situations. Predictive validity also indicates that systematic forms of bias may be limited.

Where SP techniques attempt to estimate non-market values, testing predictive validity is a difficult task because there are usually no equivalent markets. For the CVM many researchers have sought to validate estimates by comparing them with estimates generated using other non-market valuation techniques, particularly the hedonic price and travel cost methods. The results from these comparisons indicate some convergence between estimates made using CVM and other non-market techniques. For example, Carson, Flores, Martin & Wright (1995) found in an analysis of 83 studies where there were 616 comparisons of CVM and revealed preference (RP) estimates, the sample mean CVM/RP ratio was 0.89 with a 95% confidence interval of 0.81-0.96. However, a weakness of this validity test is that the travel cost and hedonic price methods are also prone to substantial variation\textsuperscript{20} and are limited to the estimation of values which can be estimated concurrently by the two techniques.

Some researchers have, however, sought to compare estimates from the CVM with market data. Diamond & Hausman (1994) report the estimates of five CVM studies which compared hypothetical and actual statements of willingness to pay. They comment that these studies ‘often find large and significant differences’. Hanemann (1994) however countered that Diamond & Hausman (1995) only examined five of the ten studies which made this comparison and the remaining studies found no significant difference. Moreover, Hanemann (1994) contended that in two of the studies Diamond & Hausman (1994) cite the difference is not statistically significant, while the remaining three studies did not use ‘state of the art’ CVM techniques. Hanemann’s (1994) observations suggest that discrete choice CVM estimates may accurately predict willingness to pay, however, it is difficult at this stage to draw firm conclusions, especially in relation to non-use values.

Simple tests of validity for contingent rating studies have been conducted by comparing predicted and actual market choices. These tests have produced mixed results. Leigh, McKay & Summers (1984) compared actual choices with predictions from an exercise where respondents rated the difference between two different calculators. They found that only 35% of choices were predicted correctly. Bateson, Reibstein & Boulding (1987) report the results of three other studies by Davidson (1973), Robinson (1980) and Montgomery & Wittink (1980). Montgomery & Wittink (1980) examined job choice at an individual level, and found that contingent rating predicted 63% of actual choices correctly. The other two studies examined group data for transportation choice and these studies found a close correlation between predicted and actual group shares. However, group data can disguise non-convergence between predicted and actual data at an individual level.

Few tests on the predictive validity of contingent ranking or paired comparison exist. Smith & Desvousges (1986) compared the estimates made using contingent ranking with estimates made using the CVM in the valuation of improved recreational water quality. They found a close correspondence between the estimates made using the two techniques, although it was not tested whether the difference between estimates was statistically significant. However, as noted above, comparing the results of two non-market valuation techniques is not a strong test of predictive validity.

Several studies have conducted tests of the validity of CM. These studies appear primarily in the marketing and transportation literature and have compared predicted and actual market choices. Louviere & Woodworth (1983) report on two studies on pet food and expenditure at shopping centres where the correlation between predicted and actual market choices were 0.83 and 0.96 respectively. Carson, Louviere, Anderson, Arabie, Bunch, Hensher, Johnson, Kuhfeld, Steinberg, Swait, Timmermans & Wiley (1995) report three other CM studies which found a close correspondence

\textsuperscript{20} Graves, Murdoch, Thayer & Waldman (1988), in a study using hedonic pricing to estimate the costs of air pollution, comment that ‘our findings cast doubt on the results of studies that have utilised hedonic-based marginal prices to evaluate the validity of other nonmarket methods’. While Smith, Desvousges & Fisher (1986), in a comparison of the CVM and the travel cost method, found that ‘the contingent valuation estimates appear to be sensitive to the question format used, with the ratio of the largest estimated mean for a question type to the smallest about six to one. \textit{Even more striking, however, is the range of estimated consumer surplus increments across the travel costs models. It more than encompasses the contingent valuation estimates...’
between predicted and actual choices, although one study by Hensher & Battelino (1993) found a divergence between predicted utilities associated with traffic management at one point in time with actual utilities some time later.

While correlations between predicted choices, made using any SP technique, and actual market choices may be quite high, there may be differences in scale so that predicted choices consistently over or under predict actual choices. For example, Louviere & Woodworth (1983) suggested that the difference between predicted and actual market shares in the two examples cited above was large enough for the CM data to be rescaled. In other words, the predicted choices under CM were sufficiently different to observed choices in real markets that an adjustment to the CM data set, so that it would match the observed choices, was warranted. This difference may arise because of the higher variance in hypothetical markets which affects parameter estimates (see Section 2.5). If the difference between predicted and actual choices is due to differences in the scale parameter, it is possible to adjust the CM data by amalgamating CM and revealed preference or actual market data sets and rescaling the CM data. Rescaling has been undertaken in transport applications (eg Ben-Akiva & Morikawa 1990; Hensher & Bradley 1993; Ben-Akiva, Bradley, Morikawa, Benjamin, Novak, Oppeval & Rao 1994; Swait, Louviere & Williams 1994) and environmental applications (Adamowicz et al 1994; Adamowicz, Swait, Boxall, Louviere & Williams 1996; Swait & Adamowicz 1996). The capacity to rescale data provides a powerful test of the validity of CM.

The extent to which the above findings for market goods transfer to the non-market environmental valuation context remains to be seen, and will ultimately depend on any differences in the incentive structures that respondents face in these contexts.

### 3.4 Reliability

In addition to validity, SP researchers often consider the reliability of their results. Reliability refers to the consistency or reproducibility of results over time. Whereas validity measures indicate whether the mean of the observed values is equal to the true value, reliability indicates whether it is possible to consistently estimate the true value. It is therefore an indicator of variance or efficiency. Reliability studies are not generally capable of detecting systematic biases in parameter estimates, therefore they should be considered of secondary importance when compared to tests of validity.

The primary method of examining reliability has been to use test-retests. The similarity of the results can be examined by testing the significance of the correlation between the estimates, or the similarity of the functional forms between the two models, with the latter test being the most rigorous.

The CVM has generally been shown to be quite reliable. Tests of stability over time have been conducted by Kealy, Montgomery & Dovidio (1990), Loomis (1990), Reiling, Boyle, Phillips & Anderson (1990) and Stevens, Moore & Glass (1994). Kealy et al (1990) examined stability with private and public goods over a two week period and found no statistical difference in willingness to pay using a log-likelihood ratio test. Loomis (1990), however, used a much longer time period of 9 months and found significant differences in willingness to pay. Loomis (1990) examined willingness to pay for two different improvements in environmental quality at Mono Lake in California using both open-ended and dichotomous choice elicitation formats. While the test-retest correlations were significantly different from zero, indicating a degree of reliability, significant differences were found using likelihood ratio tests for one of the improvements under each elicitation format. This difference, however, could be explained by changes in preferences over this time period. Reiling et al (1990) compared the willingness to pay of one sets of respondents to control black flies (a type of mosquito) at the peak of the black fly season with the willingness to pay of a second set of respondents at the end of the season (3 months later). Using a pairwise t-test they concluded that there was no statistically significant difference between the observed mean values. Stevens et al (1994) compared respondent’s willingness to pay to preserve the bald eagle in 1989 and 1992 using both panel data and independent samples from each year. Using various statistical tests including a pairwise t-test and a Chow test, they concluded that there was no statistical difference between the observed mean values in the two time periods.
For contingent rating the results from studies of marketed goods have been mixed. Bateson et al (1987) summarised the results from nine studies which assessed reliability of model coefficients over periods ranging from one day to two months. Three of the more robust studies (McCullough & Best 1979, Cattin & Weinberger 1980, Segal 1982) had quite high correlation coefficients ranging from 0.63-0.88. However the study by Leigh, McKay & Summers (1981) found a correlation coefficient of only 0.49, and a later study by the same authors found an adjusted correlation coefficient of 0.48 (Leigh et al 1984).

No studies that have tested reliability have been identified for contingent ranking, paired comparison or CM.

3.5 Summary

The validity and reliability of valuation estimates made using SP techniques may be affected by the existence of a number of types of bias. Empirical evidence suggests that the CVM is prone to a number of forms of bias, including hypothetical, part-whole, payment vehicle, starting point and strategic bias although it does appear to be a reliable technique. The remaining SP techniques may be less prone to certain biases that affect the CVM, although this is yet to be demonstrated empirically. This does not mean that all of the other remaining SP techniques are more valid than the CVM, as other biases affect some of these techniques. For example contingent rating and paired comparison applications are affected by metric bias. Of the alternatives to CVM, CM appears to be the least prone to bias.

4 Practical considerations in the use of stated preference techniques for estimating non-market values

As well as validity and reliability, there are other criteria that need to be considered when selecting an SP techniques for a particular environmental valuation application. These include the complexity of the environmental issue, the number of valuation estimates required, time, cost and the need for benefit transfer.

Complexity

Environmental issues have differing levels of complexity. Some issues require considerable background information about many attributes, and between causes and effects. For some issues it may not be possible or practical to define a parsimonious and representative number of attributes, as is required for CM. For particularly complex valuation exercises the CVM may be the most appropriate valuation technique, as it is possible to present large amounts of information to respondents about a single option.

---

21 Benefit transfer is the extrapolation of estimates to sites which are different from where the valuation estimate was originally made.
Number of management options under consideration

In some cases decision makers are interested in ascertaining the values associated with a single management option. In others, they require information on multiple options. If multiple valuation estimates are required, an SP technique other than CVM is likely to be most appropriate.

Time

The time required to apply each of these techniques parallels costs. Contingent valuation and contingent rating require the least time. The other techniques can take longer because of the iterative nature of the research process. However, depending on the level of accuracy required and the nature of a given application it may be possible to find quickly an adequate experimental design.

Cost

Cost is based on several factors including the complexity of the issue, accuracy required and the skills necessary to use a particular technique. The cost of all techniques increases as greater accuracy is required, as this usually involves larger sample sizes and more thorough development and testing of survey instruments.

The other main costs are in skills related to experimental design and statistical modelling and interpretation. CVM does not require the use of experimental design and the statistical techniques are relatively straightforward. Contingent rating, requires the use of simple experimental designs and straightforward statistical techniques. The experimental design and statistical techniques required for contingent ranking and paired comparison are more sophisticated than CVM or contingent rating. These techniques therefore require greater skills and result in higher costs. CM requires a similar level of skills for experimental design as contingent ranking and paired comparison, but the statistical analysis is more sophisticated, which means that it is likely to require the highest skill level of all of the SP techniques.

Benefit Transfer

Contingent valuation is the least suitable of the SP techniques for benefit transfer as only one or two valuation estimates are typically produced and considerable interpolation is required to adjust for differences between sites where studies were undertaken and sites for which values are to be inferred. The other SP techniques produce valuation estimates that can be readily adjusted for differences in key site characteristics, therefore they are particularly suited to benefit transfer.

CM has an additional advantage for benefit transfer. By simultaneously valuing several substitute goods CM is able to estimate the ‘generic’ value of attributes. These estimates are likely to be less site specific and more suited to benefit transfer. CM is also able to control for brand effects, such as the sentiment associated with the protection of well known environmental areas such as Kakadu.

5 Conclusion

Contingent valuation is the SP technique most widely used to estimate the value of environmental goods. Because it is prone to bias it has been widely criticised, and there is a rationale for refining and developing other SP techniques. The CVM also can only be used to estimate the value of one or two resource use options. Therefore where multiple estimates are required or where the results are needed for benefit transfer it is not suitable. Nonetheless the CVM does have a strong behavioural basis, it is relatively cheap and quick to implement. The CVM also provides absolute estimates of the value of environmental goods.

Contingent rating is unlikely to be offer any improvement over the CVM. While it can be used to estimate the value of multiple resource use options, and may be less prone to certain biases experienced
by the CVM, it has some distinct disadvantages. It has a weak theoretical basis as most contingent rating applications violate the assumptions of information integration theory. It suffers from estimation bias as OLS produces inefficient and biased estimates when applied to discrete data. Metric bias occurs because of problems with combining ratings across individuals. Moreover, the estimates of value derived using contingent rating are only relative because respondents are not able to express opposition to payment.

Contingent ranking is also problematic. Its behavioural basis is random utility theory, however, in practice, it violates the theory’s assumptions. Contingent ranking applications are likely to be prone to biases found in CVM applications such as payment vehicle bias. Similar to contingent rating, the estimates of value are only relative because respondents are not able to express opposition to payment.

Paired comparison shares most of the advantages and disadvantages of contingent rating. It can be used to estimate the value of multiple resource use options and may be less prone to certain biases experienced by the CVM. However, the behavioural basis of paired comparison has not clearly been defined and it suffers from metric bias. The estimates of value are also relative.

CM appears to be the most promising SP technique. It can be used to estimate the value of multiple resource use options. It appears that CM applications may be less prone to some of the biases experienced in applications of the CVM and other SP techniques. It has a strong behavioural basis in random utility theory. It also has the advantage of being able to include explicitly substitute goods within valuation exercises. While the experimental design involved in CM exercises may mean that it is more time consuming and costly than CVM applications, its validity and suitability for benefit transfer may mean that it will be the most cost-effective option in cases where there is little a priori justification for an isolated valuation using the CVM.
Bibliography


