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Abstract

While the impact of technology on production is widely researched, this study
explores the economic implications of technology through the channel of en-
hancing leisure experience on the consumer side. We develop a theoretical
model which allows for habit formation for a technology good purchased to
enhance leisure activities. In contrast, for the normal consumption good,
habits are irrelevant. A persistent fall in the relative price of the technology
good and increased addiction to technology are shown to have significant
macroeconomic consequences. For example, we show that these perturba-
tions can drive the real interest rate below the rate of time preference and
depress consumption growth of non technology goods. Modelling the frame-
work with US data illustrates that model predictions of falling interest rates
and consumption growth are consistent with the recent observations of declin-
ing technology’s relative prices and increases in technology good purchases.



1 Introduction

In order to model the consequences on interest rates and consumption growth
of the rising fascination with the use of digital technology in leisure we in-
troduce a habit formation model for technology-enhancing leisure purchases.
This paper constructs a utility function for the consumer that separates nor-
mal consumption from the digital technology good used for leisure activities.
The utility of the consumer depends on the level of the technology good pur-
chased for leisure enhancement and on how these purchases compare to a
habit stock. The impact of persistently falling technology prices and tech-
nology addiction! used to enhance leisure experience are examined. We find
that our framework offers on explanation of observed interest rates and con-
sumption growth over the past decades.

The remainder of the paper is organised as follows. In section 2, we
introduce some stylised facts. In section 3, a simplified theoretical model
is formulated. It involves a consumer who purchases a technology good to
enhance leisure. The utility for the technology good involves habit forma-
tion.? Section 4 explores the steady state. Section 5 theoretically investig-
ates the implications for interest rates and consumption growth of relative
price change and technology addiction. Both of these perturbations drive
the interest rate down below the rate of time preference. Section 6 studies
the macroeconomic implications. The steady state equations of the model
are applied to actual data. We find that the predictions from the framework
contribute quantitatively to the observed experience. Section 7 provides con-
cluding remarks.

1. Ever since Stigler and Becker (1977) and Becker and Murphy (1988) there has been
much economic literature on rational addiction. From a different perspective we define
addiction in terms of habits. In this regard, this investigation differs from habit persistence
literature and economic addiction literature. For instance, Carroll, Overland and Weil
(1997) and Carroll, Overland and Weil (2000) investigated the impact of habit persistence
on a normal consumption good. The papers restrict ©, which indexes the importance of
habits from between 0 and 1. Nonetheless, the conjecture in this paper is that addiction
implies that a considerable amount of current technology is required to obtain a given
utility. Consequently, the parameter should not be restricted to 1 and multiple times
bigger.

2. The notion that an individual’s utility depends on current consumption relative to
a reference level is not new. See Constantinides (1990), Abel (1990), Carroll, Overland
and Weil (1997), Carroll, Overland and Weil (2000), Deaton and Paxson (1992), Ferson
and Constantinides (1991), Fuhrer (2000), Rayo and Becker (2007), and Atkin (2013) for
interesting findings.



2 Stylised facts

2.1 Technology use in leisure activities

The time spent using a technology good? is significant. Lepp et al. (2015)
found that 25 % of 454 US university students used their smartphone over 10
hours per day. Similarly, investigations by Junco and Cotten (2012) into the
cell use of 1,649 college students found time spent per day is 118 minutes on
the internet, 97 minutes on texting, 51 minutes talking, 49 minutes emailing
and 41 minutes on Facebook.

Consequently, Psychologist Rosen (2012) in ‘iDisorder: Understanding
Our Obsession with Technology and QOvercoming Its Hold on Us (2012)’
compares society’s fascination with technology to the habit of a drug ad-
dict. Roberts, Pullig and Manolis (2015) suggest that there are similarities
to substance and behavioural addictions with cell phone use including loss of
control. The authors examine the relationship between personality traits and
‘cell phone addiction’ finding that impulsiveness is strongly associated with
cell phone addiction. One important observation is that technology used to
enhance leisure is almost exclusively where habits or addiction is forming.
Deursen et al. (2015) found that those who use smartphones for leisure pur-
poses develop smartphone habits faster. Lepp et al. (2013) found 88% of
students used their phone primarily for leisure experience rather than for
school. Despite the number of psychologists highlighting society’s growing
fascination with digital technology, there are limited economic studies that
investigate the implications. An exception is Hurst (2016) who is one of the
few economists who is investigating the implications of technology on leisure,
primarily on labour supply.*

The annual percentage change in leisure technology consumed by the
household is represented in Figure 1. This is the percentage change in
the VAPIM chain-type quantity index devised by Federal Reserve Bank of
St. Louis (2016¢). Upward movements in the line indicate an increasing an-
nual growth rate of consumed leisure technology. The data in Figure 1 con-
sists of waves of technological innovation. Demand for personal computers

3. What we mean by a technology good is digital technology such as smartphones, video
games and DVD players. These are mainly used to magnify leisure experience.

4. His others investigating leisure time include Aguiar et al. (2017); Beraja, Hurst and
Ospina (2016); Attanasio, Hurst and Pistaferri (2012); Aguiar, Hurst and Karabarbounis
(2013) which may be of interest.



was booming in the 1990s. After a slow start for the initial release of the
Apple IT (1977), by 1993, 4 million Apple IIs were sold. There was another
technology shift specifically in the electronic entertainment and video market
in the late 1990s. DVDs were launched in 1996 (Seifert, Leleux and Tucci
2008), which was followed by the first DVD players in 1999. Huge uptake in
DVD followed. Further, the mobile phone market was strong. Nonetheless,
the increase in leisure technology growth in 2001 could be due to a shift in
the audio market. Apple was the engine for the transformation of mp3 tech-
nology. The iPod was officially released in October 2001 and growth soared,
to 42 million sold in 2004 and, by April 2007, 100 million. Leisure techno-
logy growth fell drastically in the lead up to the Great Recession of 2008 and
2009.



Figure 1: Percentage change in the quantity of technology in leisure activities
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Note: The figure provides the percentage change in the chain-type quantity
index for VAPIM.

Source: Federal Reserve Bank of St. Louis (2016¢).



2.2 Percentage change in the relative price of techno-
logy

With the goal of creating a price series for technology used in leisure we use
data on price indices from the Federal Reserve Bank of St. Louis (United
States). For leisure technology, we use video, audio, photographic, and in-
formation processing equipment and media (VAPIM) purchased for recre-
ational uses by the consumer. To accurately represent the change in the
relative price we construct our index based on the indices between techno-
logy in leisure activities and normal consumption. Specifically, our index is
the ratio between the chain-type price index for VAPIM (Federal Reserve
Bank of St. Louis 2016a) to the chain-type price index for total consumption
(Federal Reserve Bank of St. Louis 2016b). The relative price of leisure tech-
nology is represented by pgr(t). In the model below the annual percentage
change in the relative price index is:

pr(t+1) —pr(t)
pr(t) @

This is plotted in Figure 2. The relative price of technology has been con-
stantly decreasing, mostly ranging between -10 % and -15 % per year. Jor-



Figure 2: Percentage change in the relative price of technology in leisure
activities
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Note: pg(t) represents the ratio between the chain-type price indices for
VAPIM and consumption.

Source: Federal Reserve Bank of St. Louis (2016a); Federal Reserve Bank
of St. Louis (2016b).

genson (2001) and Jorgenson and Vu (2007)) were the first to link the general
price decline of technology to the economic growth of the United States and
the G7. In a recent study, Jorgenson, Ho and Samuels (2016) investigate sub-
periods of growth in the United States including 1973-1995, 1995-2000 (tech-
nology boom), 2000-2005 (post dot-com crash) and 2005-2010. Jorgenson,



Ho and Samuels (2016) show that price declines in technology throughout all
the time periods. For instance, relative to the GDP deflator, computers and
equipment price growth was -15.9 percent (1973-1995), -26.3 percent (1995-
2000), -17.6 percent (2000-2005) and -15.7 percent (2005-2010). Nonetheless
in 1995, Jorgenson (2005) points out that the microprocessor price decline
jumped to over ninety percent per year, which sparked I'T prices to plummet.
This had a domino effect on the prices of aircraft, automobiles and a multi-
tude of other sectors that all use this technology. The study shows that even
in the Great Recession, innovation was still substantial. Byrne, Oliner and
Sichel (2015) show post-Great Recession technology prices are still declining.
They develop a hedonic index and show that the price of microprocessors
declined by an average of forty-three percent per year from 2008 to 2013.

3 Model

We investigate a closed economy with an infinitely lived representative house-
hold. R(t) is the instantaneous flow of technology goods (e.g., ipads, Apple
watches) for the representative household at time ¢. The economy is in dis-
crete time with time in this period and the next period denoted by (¢) and
(t 4+ 1). h(t) is the stock of habits of the consumer for its purchases of the
technology good. The household uses the technology good to enhance leisure
experience (). o is the coefficient of relative risk aversion and p the rate of
time preference. For simplicity, the household does not supply labour and
does not derive any income from work. This simplicity does not change the
results themselves.> The household provides capital to firms to produce the
consumption and the technology goods. The household maximises a discoun-
ted infinite discrete stream of utility:

00 o o\1-c
Mary® {ps [cl@_) R UOLONION ” )

o 1—0

o>1
0<I(t)<1
0>0

5. The explicit trade-off between consumption and leisure was initially included, but
this adds complications without changing the analysis in this paper. See Kavuri (2017)
with labour employment.



We assume that the evolution of the habit stock of technology is taken as
exogenous to the household (i.e., the household cannot influence the evolution
of habits based on decisions). The habit stock of technology is a weighted
average of past technology with 1 being the relative weight of technology at
different times. ¢ > 0, with larger values implying greater importance of the
recent past. © indexes the importance of habits:%

h(t +1) = h(t) + »(R(t) — h(t)) (3)

There are two goods produced in the economy: the consumption good (C')
and the technology good (R). Assume the following production functions for
technology and the consumption good is:”

Yr(t) = Ar(t)Kg(t) (4)
Yo(t) = Ac(t)Kc(t) (5)

The household provides capital to the firms. Consequently, the following is
the evolution of savings for the household:

AK(t+1) = r(t)K(t)—dK(t) — pr(t)R(t) — C(t) (6)

The price of the technology good relative to the consumption good is
pr(t). If the price of the consumption good is normalised to 1, then de-
creases in pg(t) would mean the price of technology is decreasing compared
to the price of the consumption good. Capital depreciates at §.

To optimise this dynamic discrete time problem, the constrained form of
the Lagrangian is adopted. The choice variables are technology (R(t)) and
consumption (C(t)). Neither leisure (I(¢)) nor habits (h(t)) are choice vari-
ables. The problem is solved for each period given the respective constraints.
(7) and (8) are obtained by reformulating the first order conditions:

p {%} e+ DK 1)+ (1—0) (1)

6. O represents the importance to utility of current technology good purchases relative
to habits. When © = 0, the household cares only about the absolute level of the technology
good. Its habits become irrelevant. As © increases to compensate for its habits, more of
the leisure technology good is required to obtain a given amount of utility.

7. An AK model is used for simplicity. The only two differences in the analysis between
the standard neoclassical growth model is firstly the steady state level of consumption
relative to consumption-sector capital. The second difference is the steady state level of
technology consumption to technology-sector capital.




(UORD/MO%) 17 [ U0 | [At+1)]° [ealt+1)]

’ <Z<t+1>R<t+1>/h<t+1>@>] [KHDH (o) ] { pa(t) ]‘
rt+1)(t+1)+(1- 5)(]8)

KO gy - 20RO CO )

h(z(—zl) - 1+w<%—1 (10)

4 Steady state

The next task is to explore the steady state of the model. Following Mulligan
and Sala-i-Martin (1992), we transform the equations into variables that are
constant in the steady state.® We define the steady state for the technology
sector when R, h and Ky grow at the same rate.” For their consumption-
based habit model Carroll, Overland and Weil (2000) also defined steady
state in a similar fashion. The ratio of the technology good and leisure per
habits (£) and technology-sector capital per habits (£2) are constant in
the steady state. Mulligan and Sala-i-Martin (1992) point out that in most
sectors the consumption good to consumption-sector capital is a constant

ratio. As the consumption sector does not have habits, this is applicable

here. The steady state for the consumption sector is defined when KLC is a
constant ratio. This implies that the following holds:
IR 9n (11)
9xkr = 9n (12)
gc = 9Ke» (13)
where:
RE+1)—-R®) ] _ Kr(t+1)-Kr(®)] _
|: R(t) } = YR, |: = Kr(t) R ] = 9Kg
c+H—-Cc@)| _ Ko(t+)-Ke(@®) ] _
[T] =90, [%} = 9Kc-

8. As we are investigating the steady state, ¢ for time is dropped.
9. More accurately, the technology good and leisure combined should grow at the rate
of habits. Nonetheless, growth of leisure is zero in the steady state.



We take equations (7) to (10) and derive the following system applicable
to the steady state. See Appendix for the full derivation.

TR T'ss — P

= 14

Bt 6r10  s—-00+06 (14)
Tss —

go = 4 (15)
o

TR = >\R (16)

Where A is a constant growth /decline of technology relative to consump-
tion and 7, is the interest rate in the steady state.!® The equations imply
that the following holds:

(0 =00 +0)gr+ Ar = 0gc (17)

Equation (17) shows that there is no unique equilibrium. Nonetheless, we
define a benchmark steady state below. In addition, we recognise that 7
may be described as a yield on capital.

4.1 Equilibrium

The growth rates for this benchmark steady state are as follows:

TR 0 (18)
gr = 0 (19)
go = 0 (20)
Tss — P 0, (21)

5 Implications of perturbations

This section investigates two different exogenous perturbations. One is the
impact of a sustained decline in the relative price of technology. The other
is a sustained period of addiction. A relative price decline may occur from a
technology shift. Addiction may result from an impulse to purchase a cutting-
edge technology good. Equation (17) highlights the dynamics of movements
of the steady states under the temporary perturbations. As suggested, there

10. rgs = r(t 4+ 1) = r(1).

10



is no one unique equilibrium. However, as a theoretical exploration, we
investigate each perturbation in isolation.!!

5.1 Perturbation one: Relative price decline

Proposition 1 (Relative price proposition): Other things being equal, a per-
sistent decline in the price of technology to consumption will lead to the in-
terest rate falling below the rate of time preference.

Proof

A sustained, decreasing relative price of technology to consumption mp =
Ar < 0. The economy is sent into a dynamic adjustment path. With this
perturbation equations of the model shows that the following will apply:

gr = 0 (22)
TR — AR <0 (23)
go = <0 (24)
g
rss —p = Ag, (25)

As Ap is negative, the last condition implies that 7., < p.
Consumption growth is falling and interest rates will fall persistently.'?
QED

5.2 Perturbation two: Addiction

To focus solely on technology addiction, consider the economy back at the
benchmark growth rates with rgs = p. We now state the second proposition
of this paper.

11. Notice that unless there are some adjustments during the perturbations in Ag, Ac
or markups. steady state conditions on the production side will not apply.

12. As can be seen in equation (25), mgp = rss — p. This does not hold generally.
Nonetheless, this is a theoretical analysis. Furthermore, in the empirical section, we allow
for positive growth in technology and do not apply this condition.

11



Proposition 2 (Addiction proposition): Other things being equal, technolo-
gical addiction in leisure will cause the interest rate to fall below the rate of
time preference.

Proof
This paper defines technology addiction as:

o

<0 (26)

oc—1
Notice, with addiction, the parameter (¢ — ©o + O) is negative. To
understand the impact, recall the relationship between gr and r,:

(0 —O0+0O)gr+Tr="7ss—p (27)

As mr =0, addiction will send consumption of non technology goods into
decline. '* Further, as can be seen in the equation above, it will drive
interest rates below p.!4

R o= 0 (28)
gr = 9gr >0 (29)
— O0 + 0)g;
go = 700+ O (30
rss —p = (0—0O0+0)gg (31)

QED

This model provides some interesting insights. Economies have been charac-
terised by consumption growth falling, technology booming with plummeting
interest rates. With addiction, more and more of an activity, product, drug,
etc., is required for recreational benefit. Consequently, growth of a non tech-
nology consumption is negative. This leads to depressed interest rates. The
economy finds itself at this new state with consumption declining every year,
interest rates depressed but with technology good growth.!®

13. We can express go in terms of gr. With positive g addiction implies go < 0.
Although ggr can be negative, here we investigate the theoretical impact of positive growth
for our addiction case study. In the empirical section, as we are using real data we allow
for negative growth in technology.

14. Note that r(t) > gr

15. We do not disagree that time spent on leisure technology can increase. More com-
plexity can be introduced into our framework.

12



6 Macroeconomic implications

The previous section demonstrated the impact of technology in leisure on
the macroeconomy in theory. One key result is that the two perturbations
would drive the interest rate below the rate of time preference. This sec-
tion explores the macroeconomic implications generated through our model.
First, to motivate this analysis, consider some stylised facts of the present
economic environment.

Stylised facts

1. Low interest rate environment: There has been a period of persistently
low real and nominal interest rates for OECD countries especially since
2000 (see Figure 3).

2. Low consumption growth: The decline started around 15-20 years ago
for the vast majority of OECD economies. However, post-Great Reces-
sion, the trend has accelerated. Petev, Pistaferri and Saporta (2012)
argues that out of all the recent US recessions consumption remains
below the pre-recession levels for a longer period. Figure 3 presents
household consumption growth and real interest rates.'® over the last
30 years. As can be seen, both have been on a downward trend. Non-
etheless, since the Great Recession, a new equilibrium appears to be
emerging with depressed rates and low consumption growth.

16. We use World Bank’s data for household consumption growth for the United States,
Euro Area and Japan. We use World Bank’s data for Japan’s real interest rate and the
real interest rate for the United States. The OECD interest rate estimations are used for
the Euro Area. The World Bank’s real interest estimations tend to be lower and have
more fluctuations than the OECD calculations.

13



Figure 3: Decline of consumption growth and real interest rates

Household Consumption Growth (%)

5.27
2.69
United States
-1.60
3.069

-
1.30 1772

Euro Area 1.24

5.19
2.90

84 88 92 96 00 04 08 12 5
Japan -1.20

Note: See footnote 14 for description.
Source: World Bank (2016a); OECD (2016); World Bank (2016b).

14

\ Real Interest Rate (%)
\ -
’ - \
828 \\ = v \
/ s\
Ny \ /
[
N/ Sa_ =7
- 224
United States
12.19
\
\ ~ e
(Y N
AN
\
N~
- - ~o ‘\\ .
N
\\\\\\\\1\.1\"7
Euro Area
6.8 7.36
~ I\
\ 1 \
\ J \
N~/ ‘.
\
~
Se TN e =TT 035
84 88 92 96 00 04 08 12 15
Japan

A rising number of papers highlight various reasons for the low interest
rates and lack of consumption growth, including demand-side secular stag-
nation (Summers 2015), supply side secular stagnation (Gordon 2015), over-
hanging debt (Rogoff and Reinhart 2010) and a liquidity trap (Bernanke
2016) In conjunction with these studies, we offer an additional explanation
related to the increasing use of technology in leisure and the large fall in the



relative price of this technology.”

We now use plausible parameters in the theoretical model to generate
paths of interest rates and real consumption growth given observed perturb-
ations to the model.

6.1 Interest rates

Interest rates are computed using US data from 1990 to 2015 to investig-
ate the dynamics associated with a moving steady state. This ignores the
transitional adjustment between steady states.

R(t+1) - R(t)} [pRa +1) = palt)
R(1) pa(®)

For Figure 4, 5, 6 and 7 and 8 we use 1.5 % (Evans and Sezer 2004) for
p and 1.3 for o (coefficient of relative risk aversion) (Zhuang et al. 2007). A
5-year moving average is provided to smooth the variability. In the figures,
the black dash line is the computed interest rate. The grey solid line is the
actual annual interest rate (World Bank 2016b). The consumers do not have
addictions. However, © is relatively high at 1.5.*® Figure 4 and 5 shows the
dynamics over the last 25 years. Figure 4 is calculated using the raw data.
In figure 5 the data is smoothed using a 5-year moving average.

(0—90+@)[ =r(t+1)—p (32)

17. Bosworth (2014) makes a valid point that it makes little sense to forecast interest
rates within a closed-economy framework as markets are integrated globally. Nonetheless,
we hope that the framework provides some useful insights.

18. Addiction implies © > 4.33.

15
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Figure 5: Computed and actual annual interest rates: 5-year moving average
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In Figure 6 we decompose the computed interest rate into p, the growth
of leisure technology purchased and the change in the relative price of leisure
technology. Intuitively, higher growth in leisure technology purchased leads
to higher interest rates. Growth in leisure technology implies a production
shift with businesses borrowing for future profit. The growth in production

17



ensures higher real interest rates. As the relative price of technology falls
consumers shift from consumption of goods to consumption of leisure, which
drives down the real interest rate.

Figure 6: Decomposition

30%

25% / \

L ot [R(t+1)-R(1)/ R(D)] / \

20%

15%

10%

-
5%

vV

2002

0%
984 A0

1994
o + [PR(t+1)-PR(t)/ PR()]+ (6 - 0o-+0) [R(t+1)-R(t)/R(1)]

1998

5%

-10%

010

201

Note: Actual/raw data.

18




6.2 Consumption growth

We take a two-step approach to compute consumption growth. First, the
computed interest rates from our model are obtained, After which, consump-
tion growth is computed with the formula below. It has been suggested that
computed rates from the Euler equation can be very different to the actual

interest rate.!®
rit+1)—p [Ct+1)—C(1)
C(t)
Using equation (33), we plot the calculated rate of consumption growth in

Figure 7 and 8. Figure 7 is calculated using the actual data. Figure 8 is
Figure 7 transformed using a 5-year moving average.

. (33)

19. Hansen and Singleton (1982) and Mulligan (2004) show that aggregate consumption
Euler equations are very poor fits to the empirical data. Furthermore, Canzoneri, Cumby
and Diba (2007) compute interest rates implied by the consumption Euler equations for
various models with different consumer preferences and compare them with money market
rates. They find that the correlations between these Euler equation rates and the Federal
Funds rate are generally negative. The models include CRRA preferences (-0.37), Abel
(1999) (-0.36), Campbell and Cochrane (1995) (-0.37) , Fuhrer (2000) (-0.07), Boldrin,
Christiano and Fisher (2001), Edge (2002) and Christiano, Eichenbaum and Evans (2005)
(-0.09).
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Figure 7: Computed and actual consumption growth
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Figure 8: Computed and actual consumption growth: 5-year moving average
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Source: Federal Reserve Bank of St. Louis (2016a); Federal Reserve Bank
of St. Louis (2016b); Federal Reserve Bank of St. Louis (2016¢); Federal
Reserve Bank of St. Louis (2016d).
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The figures show that the shifting steady state caused by the decline in
the price of technology used in leisure and technology addiction is consistent
with trend changes in real interest rates and consumption observed in the
past 20 years.

6.3 Concluding remarks

This paper has provided a theoretical framework to study the macroeconomic
implications of a technology good purchased by the consumer to enhance
leisure activities. Furthermore, we have made predictions based on United
States data to determine how much the framework can contribute to our
understanding of recent economic trends.

There is a number of explanations for the global decline in real interest
rates and consumption growth. In this paper, we have proposed that techno-
logy enhanced leisure and addiction to technology may be a further explan-
ation that warrants further investigation.

22



References

Abel, Andrew B. 1990. “Asset prices under habit formation and catching up
with the Joneses”. The American Economic Review 80 (2): 38-42.

. 1999. “Risk premia and term premia in general equilibrium”. Journal
of Monetary Economics 43 (1): 3-33.

Aguiar, Mark, Mark Bils, Kerwin Kofi Charles and Erik Hurst. 2017. Leisure
Luzuries and the Labor Supply of Young Men. Technical report. National
Bureau of Economic Research.

Aguiar, Mark, Erik Hurst and Loukas Karabarbounis. 2013. “Time use during
the great recession”. The American Economic Review 103 (5): 1664—
1696.

Atkin, David. 2013. “Trade, tastes, and nutrition in India”. The American
Economic Review 103 (5): 1629-1663.

Attanasio, Orazio, Erik Hurst and Luigi Pistaferri. 2012. The evolution of
income, consumption, and leisure inequality in the US, 1980-2010. Tech-
nical report. National Bureau of Economic Research.

Becker, Gary S, and Kevin M Murphy. 1988. “A theory of rational addiction”.
Journal of political Economy 96 (4): 675-700.

Beraja, Martin, Erik Hurst and Juan Ospina. 2016. The Aggregate Implica-
tions of Regional Business Cycles. Technical report. National Bureau of
Economic Research.

Bernanke, Ben S. 2016. What tools does the Fed have left? Part 3: Helicopter
money. [Online; accessed 22-July-2016]. http://www.brookings.edu/
blogs/ben-bernanke/posts/2016/04/11-helicopter-money.

Boldrin, Michele, Lawrence J Christiano and Jonas DM Fisher. 2001. “Habit
persistence, asset returns, and the business cycle”. American Economic
Review: 149-166.

Bosworth, Barry. 2014. “Interest Rates and Economic Growth: Are They
Related?” Center for Retirement Research at Boston College Working
Paper, nos. 2014-8.

23



Byrne, David M, Stephen D Oliner and Daniel E Sichel. 2015. How fast
are semiconductor prices falling? Technical report. National Bureau of
Economic Research.

Campbell, John Y, and John H Cochrane. 1995. “By force of habit: A
consumption-based explanation of aggregate stock market behavior”.
Journal of political Economy 107 (2): 205-251.

Canzoneri, Matthew B, Robert E Cumby and Behzad T Diba. 2007. “Euler
equations and money market interest rates: A challenge for monetary
policy models”. Journal of Monetary Economics 54 (7): 1863-1881.

Carroll, Christopher D, Jody Overland and David N Weil. 1997. “Comparison
utility in a growth model”. Journal of economic growth 2 (4): 339-367.

. 2000. “Saving and growth with habit formation”. American Eco-
nomic Review: 341-355.

Christiano, Lawrence J, Martin Eichenbaum and Charles L Evans. 2005.
“Nominal rigidities and the dynamic effects of a shock to monetary
policy”. Journal of political Economy 113 (1): 1-45.

Constantinides, George M. 1990. “Habit formation: A resolution of the equity
premium puzzle”. Journal of political Economy: 519-543.

Deaton, Angus S, and Christina Paxson. 1992. “Patterns of aging in Thail-
and and Cote d’Ivoire”. In Topics in the economics of aging, 163-206.
University of Chicago Press.

Deursen, Alexander JAM van, Colin L Bolle, Sabrina M Hegner and Piet AM
Kommers. 2015. “Modeling habitual and addictive smartphone behavior:
The role of smartphone usage types, emotional intelligence, social stress,

self-regulation, age, and gender”. Computers in human behavior 45:411—
420.

Edge, Rochelle M. 2002. “The equivalence of wage and price staggering in
monetary business cycle models”. Review of Economic Dynamics 5 (3):
559-585.

Evans, David J, and Haluk Sezer. 2004. “Social discount rates for six major
countries”. Applied Economics Letters 11 (9): 557-560.

24



Federal Reserve Bank of St. Louis. 2016a. Personal Consumption Ezpendit-
ure: Durable goods: Video, audio, photographic, and information pro-
cessing equipment and media (Chain-Type Price Index) [DVAPRG3A0S6NBEA].
[Online; accessed 8-September-2016]. https://fred.stlouisfed.org/
series/DVAPRG3A086NBEA/downloaddata.

. 2016b. Personal Consumption Expenditures Excluding Food and En-
ergy (Chain-Type Price Index) [PCEPILFE]. [Online; accessed 8-September-
2016]. https://fred.stlouisfed.org/series/PCEPILFE.

. 2016¢. Real Personal consumption expenditures: Durable goods: Video,
audio, photographic, and information processing equipment and media
(Chain-Type Quantity Index),[ DVAPRA3AO86NBEA]. [Online; accessed
8-September-2016]. https://fred.stlouisfed.org/series/DVAPRA3AOS6NBEA.

. 2016d. Real Personal consumption expenditures excluding food and
energy: (Chain-Type Quantity Index),[DPCCRASQO86SBEA ]. [Online;
accessed 8-September-2016]. https://fred.stlouisfed.org/series/
DPCCRA3QO86SBEA.

Ferson, Wayne E, and George M Constantinides. 1991. “Habit persistence
and durability in aggregate consumption: Empirical tests”. Journal of
Financial Economics 29 (2): 199-240.

Fuhrer, Jeffrey C. 2000. “Habit formation in consumption and its implications
for monetary-policy models”. American Economic Review: 367-390.

Gordon, Robert J. 2015. “Secular stagnation: A supply-side view”. The Amer-
ican Economic Review 105 (5): 54-59.

Hansen, Lars Peter, and Kenneth J Singleton. 1982. “Generalized instru-
mental variables estimation of nonlinear rational expectations models”.
Econometrica: Journal of the Econometric Society: 1269-1286.

Hurst, Erik. 2016. Video Killed the radio star. [Online; accessed 6-January-
2017]. http://review.chicagobooth.edu/economics/2016/article/
video-killed-radio-star.

Jorgenson, Dale W. 2001. “Information technology and the US economy”.
The American Economic Review 91 (1): 1-32.

. 2005. “Accounting for growth in the information age”. Handbook of
economic growth 1:743-815.

25



Jorgenson, Dale W, Mun S Ho and Jon D Samuels. 2016. “The impact of
information technology on postwar US economic growth”. Telecommu-
nications Policy 40 (5): 398-411.

Jorgenson, Dale W, and Khuong Vu. 2007. “Information technology and the
world growth resurgence”. German Economic Review 8 (2): 125-145.

Junco, Reynol, and Shelia R Cotten. 2012. “No A 4 U: The relationship
between multitasking and academic performance”. Computers € Edu-
cation 59 (2): 505-514.

Kavuri, Anil Savio. 2017. Habit Formation and Labour Share: Is There a
Link? The Centre for Applied Macroeconomic Analysis (CAMA) Work-
ing Paper.

Lepp, Andrew, Jacob E Barkley, Gabriel J Sanders, Michael Rebold, Peter
Gates et al. 2013. “The relationship between cell phone use, physical and
sedentary activity, and cardiorespiratory fitness in a sample of US college

students”. International Journal of Behavioral Nutrition and Physical
Activity 10 (1): 79.

Lepp, Andrew, Jian Li, Jacob E Barkley and Saba Salehi-Esfahani. 2015.
“Exploring the relationships between college students? cell phone use,
personality and leisure”. Computers in Human Behavior 43:210-219.

Mulligan, Casey B. 2004. “What Do Aggregate Consumption Euler Equa-
tions Say about the Capital-Income Tax Burden?” American economic
review: 166-170.

Mulligan, Casey B, and Xavier Sala-i-Martin. 1992. Transitional dynamics
in two-sector models of endogenous growth. Technical report. National
Bureau of Economic Research.

OECD. 2016. Long-term interest rates (indicator). [Online; accessed 7-August-
2016].

Petev, Ivaylo D, Luigi Pistaferri and I Saporta. 2012. “Consumption in the
great recession”. The Russell Sage Foundation and the Stanford Center
on Poverty and Inequality: 2-3.

Rayo, Luis, and Gary S Becker. 2007. “Habits, peers, and happiness: An
evolutionary perspective”. The American economic review 97 (2): 487—
491.

26



Roberts, James A, Chris Pullig and Chris Manolis. 2015. “I need my smart-
phone: A hierarchical model of personality and cell-phone addiction”.
Personality and Individual Differences 79:13-19.

Rogoft, Kenneth, and Carmen Reinhart. 2010. “Growth in a Time of Debt”.
American Economic Review 100 (2): 573-8.

Rosen, Larry D. 2012. iDisorder: Understanding our obsession with techno-
logy and overcoming its hold on us. Macmillan.

Seifert, Ralf W, Benoit F Leleux and Christopher L Tucci. 2008. Nurtur-
ing science-based ventures: an international case perspective. Springer
Science & Business Media.

Stigler, George J, and Gary S Becker. 1977. “De gustibus non est disputan-
dum”. The american economic review 67 (2): 76-90.

Summers, Lawrence H. 2015. “Demand side secular stagnation”. The Amer-
ican Economic Review 105 (5): 60-65.

World Bank. 2016a. Household final consumption (annual % growth). [Online;
accessed 1-August-2016]. http://data.worldbank . org/indicator/
NE.CON.PRVT.KD. ZG.

. 2016b. Real Interest Rate. [Online; accessed 1-August-2016]. http:
//data.worldbank.org/indicator/FR.INR.RINR?view=chart.

Zhuang, Juzhong, Zhihong Liang, Tun Lin and Franklin De Guzman. 2007.
“Theory and practice in the choice of social discount rate for cost-benefit
analysis: a survey”.

27



7 Appendix

7.1 Technology: Sector R

Growth of R(t)

The steady state occurs for sector R when leisure and technology combined

grow at the rate of habits growth. The following holds for the steady states
Rt+DI(t+1) R(t)l(t)

TR (34

Obviously:
' I(t+1)R(t+1)  h(t+1) 95
Ity R(@t) kit (35)

We use equation (8) and obtain the steady state level change of R(t) as below:

] ]

With R the subject it follows:

Er I el S R

The growth of habits is substituted into the above formula to obtain:

—[1+7rt+1)] (36)

[1+r(t+1)] [z<t+1>]—<f’—9“+9—” {pR(t%—l)}_l B (( @_wﬂ) 1(t)
p [(t) Pr(t) B h(t) [t +1)
(38)
The equation is reformulated. Natural logs are taken to obtain approxima-
tions.
1 [2r+ 1)] . pa(t+1) = pa(t) 2
870 0 )
In {W} ~ r(t+1) —p (40)
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The steady state level of technology and leisure to habits is obtained as
follows:

RO o [L(rt+D=p 1 [palt+1) = pat)
O Lz; (0 “6016 (0-6010) { pr(®) ] (ZS]
Note that in the steady state the following applies:
I(t+1)—1(t)
ol ®

Steady state growth of Kgr(t)

The steady state growth rate of Kr(t) requires the growth rate of capital to
habits to go to zero. In order to make it simpler to determine the steady state
growth of capital, assume that the purchase of the leisure technology good
comes out of its capital stock. However, this assumption does not change the
analysis in the paper.

Kg(t+1) pr(t)R(t)
TR (0 -
Kp(t+1) Kg(t)
ht+1)  h(t) 0 (44)
Multiply by 1 to obtain:
Kr(t+1) Kp(t) Kpt+1)h(t+1) 0 (15)

Kg(t) h(t+1)  h(t+1) h(t)

The evolution of capital AKg(t + 1) and the change of habits Ah(t) is sub-
stituted in the above formula to obtain.

pr(R() h) R()
L) = T Kl ‘”w(%‘l) (46)

The steady state level of technology to habits % is substituted into (41) and
the formula reworked. Natural logs are also taken to obtain approximations.
The steady state level of capital to habits is the following:
Kr(t)  pa(t) (r(t—i—l)—p)—l—%@(a—@a—i—@)—wlg
ht) @ r(t)(c —O0c +O) —r(t+1)+p+7g

(47)
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_ [pr(t+1) —pr(t)
TR =
Pr(t)
As can be seen above, obviously r(¢) and r(¢ 4+ 1) impacts the steady level

of Kg(t) to h(t). However, more interestingly notice how heavily the growth
rate of productive leisure and deflation of technology prices impacts the level.

(48)

7.2 Consumption: Sector C

Mulligan and Sala-i-Martin (1992) point out that in most sectors consump-
tion per capital is a constant ratio in the steady state. This is also applicable
for sector C'. Assume like for the leisure technology sector, that the con-
sumption good is consumed out of its capital stock.

Ke(t+1) (8) — C(t)
K TR )
Ct+1) C(t)
Ke(t+1)  Ko(t) ° (50)
Recall the consumption-based Euler as follows:
ci) 177 _
P [m} =1+r(t+1) (51)

We take a natural log of the Euler equation and equate it to the percentage
change in the motion of capital:*

cit) [+ —0p
oty =0~ |5 (52)

7.3 Equilibrium

There is only one unique equilibrium steady state under the assumption that
g is constant. With natural log the equations below apply:

R(t+1) - R(t)} [pR(t +1) —pr(®)

r(t+1)—p=(0c—Bc+0O) { R(t) pr(?)

(53)

20. For equation (49) we do not take a natural log, but instead subtract one from the
left and right side.
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(54)

Mt+1)—p=o [C@H)—O(w}

C(t)
As this is the stationary state, we assume that r(¢)* = r(t + 1)*. In
that case steady state levels of technology to capital and consumption to

capital simplify further. However, to avoid confusion, we use rgs = r(t + 1)
to represent the interest rate in the steady state.
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