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1 Introduction

Central banks act as lenders of last resort to prevent liquidity pressures from becoming

solvency problems. Liquidity provision by central banks, however, can lead to the problem

of moral hazard. The availability of public liquidity reduces the incentive for banks to

raise relatively expensive ‘stable’ funding such as retail deposits and long-term bonds,

and leads banks to underinsure against refinancing risk. In periods when credit has

grown rapidly, retail deposits have tended to grow more slowly, and banks have shifted

toward less stable funding from short-term wholesale markets. As discussed in Shin and

Shin (2011), the shift toward short-term wholesale funding increases the exposure of

the banking system to refinancing risk, both by increasing rollover requirements and by

lengthening intermediation chains through funding from other financial institutions. In

response to the systemic liquidity stress experienced during the recent global financial

crisis, extensive liquidity support was provided to banks, reinforcing incentives for moral

hazard. Hence, stronger liquidity regulation has been proposed to increase banks’ self-

insurance against liquidity risk.

The Basel III liquidity regulations, scheduled to come into force in 2018, include a net

stable funding ratio (NSFR) that requires banks to raise a share of funding from more

stable retail deposits and long-term wholesale funding, rather than short-term wholesale

funding. In April 2010, New Zealand adopted a core funding requirement that is similar

in spirit to the Basel III NSFR.1 In this paper, we draw on New Zealand’s experience

with the core funding requirement, to examine the macroeconomic consequences of the

stable funding requirement, focussing in particular on the monetary policy implications.

We introduce the stable funding requirement into a fairly standard DSGE model with

nominal rigidities and then examine how the new prudential policy alters macroeconomic

dynamics and consequently, monetary policy trade-offs. Central to our modelling strat-

egy is the design of a banking sector with disaggregated liabilities: retail deposits, and

1The Basel III NSFR is defined as the ratio of available stable funding to required stable funding (see
www.bis.org/publ/bcbs189.pdf). The New Zealand core funding ratio (CFR) is defined as the ratio
of stable funding to loans and advances (see www.rbnz.govt.nz/regulationandsupervision/banks/
prudentialrequirements/4664431.html). Although the definitions differ in details and in calibration,
they are broadly equivalent. The numerator includes deposits, long-term wholesale funding and equity,
and excludes short-term wholesale funding. The denominator includes loans, which are typically illiquid,
and excludes more liquid assets. The Basell III NSFR as well as the New Zealand CFR are part of
broader liquidity regulations that include liquid asset requirements and maturity mismatch limits.
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short-term and long-term wholesale funding. The stable funding requirement regulates

the proportion of deposits and long-term liabilities on the bank’s balance-sheet and a de-

viation from the required proportion of stable funding is subject to a penalty function.2

We show the history of the core funding ratio in New Zealand in Panel (a) of Figure

1. Before the regulation was put in place in April 2010, New Zealand banks used stable

funding due to internal risk management considerations or implicit requirements imposed

by creditors and rating agencies. This provides us with a time series on the stable funding

ratio, which, along with other key macroeconomic and financial series, facilitates the

estimation of the DSGE model. We estimate the model with Bayesian methods using

quarterly data over 1998 to 2014.

The estimated model is used to evaluate the implications of the macroprudential in-

strument for monetary policy trade-offs. We examine its effects on loss-minimising policy

rules derived from varied specifications of the central bank’s monetary policy loss function.

Taking into account the influence of all the estimated structural shocks, the presence of

the stable funding requirement makes little difference to loss-minimising monetary policy

rules. However the picture is starkly different in the case of the shock to the funding

spread which affects long-term financing.

It is well known that credit spreads are compressed during booms and expand during

recessions.3 As shown in Panel (b) of Figure 1, New Zealand dollar wholesale funding

spreads were low during the build-up to the global financial crisis and rose sharply during

the crisis.4 In our model, the spread component must be carried for the duration of

the funding because it cannot be hedged, unlike the benchmark interest rate. A stable

funding requirement that increases the share of long-term funding in banks’ balance sheets

increases the banks’ exposure to shocks in the long-term bond market. This feature of

the policy instrument makes it an amplifier of the transmission of spread shocks; if a

higher proportion of banks’ liabilities are held in long-term bonds when the spreads on

these bonds rise, the upward pressure on domestic lending rates is stronger and hence

2A previous draft of this paper circulated under the title ‘The macroeconomic effects of a stable
funding requirement’ studied a similar banking sector set-up involving long-term debt and deposits in a
calibrated real business cycle model. We thank Chris Bloor and Rebecca Craigie for contributions in the
early stages of the project.

3See e.g. Christiano, Motto, and Rostagno (2014) for the US experience.
4Long-term funding spreads can be important for the commercial banks because they are larger and

more variable than short-term spreads. See Acharya and Skeie (2011) for a theoretical discussion.
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economic activity contracts further. The macroeconomic volatility that is generated by

this mechanism worsens monetary policy trade-offs. We find that this additional volatility

can be moderated if monetary and prudential policy respond directly to various measures

of credit growth.5

The paper lies at the interface of several strands of the literature. The first is the

theoretical literature that explicitly incorporates financial regulation into macroeconomic

models, e.g. Gertler, Kiyotaki, and Queralto (2012), Roger and Vlcek (2011), Gertler

and Karadi (2011), de Walque, Pierrard, and Rouabah (2010), Covas and Fujita (2010),

Van den Heuvel (2008), and Goodfriend and McCallum (2007).6 The focus on the stable

funding requirement, which has not received previous attention, distinguishes our contri-

bution to the theoretical literature. On the other hand, the empirical dimension of this

paper links it to the literature on DSGE models of financial intermediation estimated

with Bayesian methods on US or Euro-area data, as in e.g. Christiano, Motto, and Ros-

tagno (2014), Jermann and Quadrini (2012) or Gerali, Neri, Sessa, and Signoretti (2010).

The consumer-bank interaction in our model is closest to that of Gerali, Neri, Sessa,

and Signoretti (2010) who estimate a New Keynesian model with banks on Euro-area

data. However, they focus on different macroprudential instruments, namely restrictions

on loan-to-value ratios and bank capital holdings. Furthermore, since we fit our model

to New Zealand, a very open economy, we introduce international trade in goods and

financial assets. The banking sector in our model interacts with a real economy which

has much in common with the empirical small open economy (SOE) models of Adolfson

et al. (2007) and Bergin (2003).7 The openness of the economy adds a unique dimension

to our analysis. In line with the case in New Zealand, banks in our model borrow from

international financial markets in order to lend at home. For this reason, the current

account reflects movements in domestic (net) credit.

The estimated model forms the foundation for our policy analysis where we examine

5Our results regarding the moderation of losses when monetary policy leans against the wind is along
the lines of Quint and Rabanal (2014) and Lambertini, Mendicino, and Punzi (2013). However, they
focus on loan-to-value ratios as the prudential instrument, and their metric for evaluating optimal policy
is maximisation of households’ welfare.

6A vast literature in finance also studies financial frictions and regulation in smaller scale models,
often set in partial equilibrium, solved by non-linear techniques. See Angelini, Neri, and Panetta (2014)
for a review of this literature.

7Alpanda, Cateau, and Meh (2014) also consider macroprudential policy in the context of a cali-
brated small open economy model for Canada. While their focus is on loan-to-value ratios and capital
requirements, the structure of the real economy is quite similar to ours.
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the implications of the stable funding requirement for monetary policy trade-offs. This

dimension of the paper links it to a growing DSGE model-based literature focussing

on optimal monetary and prudential policy. This literature has hitherto focused on the

interactions between monetary policy and loan-to-value ratios or capital requirements,

e.g. Quint and Rabanal (2014), Gelain and Ilbas (2014), Angelini, Neri, and Panetta

(2014), Lambertini, Mendicino, and Punzi (2013), and Angeloni and Faia (2013). In

contrast, we assess how monetary policy trade-offs are altered due to the presence of a

stable funding requirement. To this end, we use a monetary policy loss function specified

in terms of macroeconomic volatilities akin to those used in Angelini, Neri, and Panetta

(2014) and Gelain and Ilbas (2014), and study optimised policy rules that minimise the

policy loss function.8

Finally, the modelling strategy for the introduction of long-term wholesale funding,

which is one of the key target variables of the stable funding requirement, links the

paper to the literature on multi-period debt. Woodford (2001) introduced exponentially-

decaying perpetuities in DSGE models as a tractable way of modeling multi-period debt

with a single state variable. While this approach is suitable to model fixed-rate financial

assets, it can imply a large degree of interest rate risk and associated valuation effects. In

our model, multi-period bonds pay a floating rate coupon on the benchmark component

to eliminate benchmark interest rate risk, in addition to a fixed-rate spread that cannot

be hedged. The introduction of an additional state variable enables us to model the

cost structure of bank funding more realistically, implicitly accounting for the fact that

modern banks use interest rate swaps to hedge benchmark interest rate risk.9

The rest of the paper is set out as follows. In Section 2 we introduce the stable funding

requirement in an SOE model for New Zealand and Section 3 describes the estimation

results. The implications of the stable funding requirement for monetary policy trade-offs

are explored in Section 4. Section 5 concludes.

8On the other hand, Quint and Rabanal (2014) and Lambertini, Mendicino, and Punzi (2013) use
household welfare criteria derived from model-specific utility functions. Angeloni and Faia (2013) employ
separate criteria based on welfare as well as volatilities.

9A different strategy for modelling long-term debt in the context of fixed- and variable-rate mortgages,
is considered by Brzoza-Brzezina, Gelain, and Kolasa (2014). See the references therein for the literature
studying long-term debt in the housing market.
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2 A Small Open EconomyModel with a Stable Fund-

ing Requirement

2.1 Preliminaries

The model involves two countries, the home country being infinitesimally small when

compared to the foreign country. The home country, henceforth referred to as the small

open economy (SOE), is populated by a continuum of identical households indexed by

h ∈ [0, 1], a continuum of firms indexed by f ∈ [0, 1] and a continuum of banks indexed

by ι ∈ [0, 1] . The firms are owned by the households while the banks are owned by the
foreign economy, the latter assumption in accordance with the New Zealand experience.

In the interests of brevity, this section focusses on the bank and its interface with the rest

of the model. Importantly, the design of the real economy is standard and is mostly based

on Adolfson et al. (2007). Hence, the associated equilibrium conditions are presented in

Section A in the appendix. The foreign country, i.e. the rest of the world, is not impacted

by the SOE and is modelled as the canonical 3-equation closed-economy New Keynesian

model that determines the dynamics of output, inflation and the nominal interest rate,

in the spirit of Justiniano and Preston (2010).

Variables representing nominal quantities are presented in upper case and when they

are deflated by the consumption price index (Pc), they are presented in lower case. Net

nominal interest rates and net inflation are also presented in lower case. Typically, a

variable z in the non-stochastic steady-state is presented as z̄. A logarithmic deviation

of the variable relative to its steady-state in period t is represented as ẑt ≡ ∂zt
z̄
= log zt

z̄
.

In addition, we also use the notation z̃t ≡ ∂zt for net interest rates and inflation in the
log-linearised model to indicate percentage deviations in absolute terms. E and Δ repre-

sent the mathematical operators for conditional expectations and temporal differencing

respectively. The typical stochastic shock process e embedded in the model is assigned

the law of motion log et = (1− ρe) log ē + ρe log et−1 + σeηt where ηt ∼ i.i.d. N(0, 1),

σe > 0 and ρe ∈ (0, 1) .
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2.2 Households

The generic household h acquires goods for consumption (ch) and investment (ih) from

the final goods firms at the nominal prices Pc and Pi respectively. The household’s utility

function is separable between consumption, adjusted for external habit-formation, and

labour (nh). In contrast to the standard New Keynesian literature, the household holds

bank deposits (dh) that enter the utility function as a third argument, again separably

from consumption and labour. The presence of deposits in the household’s preferences is

motivated by their liquidity value in lowering transaction costs.10

The household’s budget constraint has the following characteristics. On the income

side, households receive a net nominal return of rD on bank deposits while it pays the

net nominal rate rL for loans (+h) issued by the bank. Investment in the physical capi-

tal stock (kh) entails investment adjustment costs captured by the convex function φ ().

Installed capital is rented out to the firm at the real net rate of rkc . Each household is a

monopolistic supplier of specialised labour (nh) and perfectly competitive ‘employment

agencies’ aggregate the specialised labour-varieties from the households into a homoge-

nous labour input (n) using a constant elasticity of substitution (CES) technology and

sell it to the firm. The household receives a labour-type specific nominal wage (Wh) from

the employment agency. We also introduce nominal wage rigidities by stipulating that

it is costly à la Rotemberg (1982) to change wages. Finally, the household also receives

nominal dividends (Ωh) through its ownership of firms.

The discount factor ξ that the household uses to evaluate expected utility and income,

is a decreasing function of average consumption. This device prevents a unit root in the

economy’s net foreign debt position and allows us to study the dynamics of the model in

the neighbourhood of its steady-state. Three structural shocks influence the household’s

decision problem: εβ that affects the rate of inter-temporal substitution of consumption,

ϑn,t that is interpreted as the time-varying wage elasticity of labour demand, and εi that

stimulates capital accumulation.

The household maximises its expected utility in Equation (1) subject to the law of

10de Walque, Pierrard, and Rouabah (2010) adopt a similar strategy in their DSGE model with a
banking sector. Deposits could instead be created by introducing patient and impatient households with
the former depositing funds in the bank and the latter demanding loans as in e.g. Gerali et al. (2010).
The deposits-in-the-utility function approach provides tractability.
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motion for the endogenous discount factor in Equation (2) , period budget constraint in

Equation (3), capital accumulation constraint in Equation (4) , and its labour-variety

specific demand constraint in Equation (5) .

max
dh,t, �h,t, nh,t,

ch,t, kh,t, ih,t, Wh,t

E0
∞�
t=0

εβ,tξt

�
log (ch,t − γcct−1) +

d1−ωd
h,t

1− ωd −
n1+ωn
h,t

1 + ωn

�
(1)

subject to
ξt+1
ξt

≡ βt = (1 + βc log ct)−1 , (2)

ch,t +
Pi,t
Pc,t

ih,t + dh,t +

�
1 + rLt−1

�
(1 + πc,t)

+h,t−1 =
Wh,t

Pc,t
nh,t − χw

2



Wh,t

Wh,t−1 (1 + π̄c)
− 1
�2

Wt

Pc,t
nt

+rkc,tkh,t−1 +

�
1 + rDt−1

�
(1 + πc,t)

dh,t−1 + +h,t +
Ωh,t

Pc,t
, (3)

ih,tεi,t

�
1− φ



ih,t
ih,t−1

�

+ (1− δk) kh,t−1 = kh,t, (4)

nh,t = nt



Wh,t

Wt

�−ϑn,t

, (5)

where the parameters γc ∈ [0, 1), ξ0 = 1, βc,ωn,ωd > 0, χw 0, δk ∈ [0, 1] , and the
cost function φ () has the properties φ (1) = φ� (1) = 0 and φ�� (1) = φi > 0. The variable

W represents a nominal wage-index for the aggregated unit of labour used by the firms

and 1 + πc,t ≡ Pc,t/Pc,t−1 is the gross CPI inflation.

In a symmetric equilibrium, the optimality conditions for loans (+) and deposits (d)

are respectively:

1 = EtΛt,t+1

�
1 + rLt

�
(1 + πc,t+1)

, (6)

and
d−ωd
t

λt
+ EtΛt,t+1

�
1 + rDt

�
(1 + πc,t+1)

= 1. (7)

The variable λ indicates the marginal utility of consumption and Λt,t+1 ≡ λt+1/λt is

the stochastic discount factor. Equation (6) is a conventional Euler equation, the only

difference being that the return on loans, and not the policy rate determines the rate of

time preference. The optimality condition in Equation (7) equates the sum of the current

marginal utility gain from deposits, d−ωd
t and the discounted expected utility gain from
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gross deposit returns EtΛt,t+1
�
1 + rDt

�
/ (1 + πc,t+1) to the cost of foregone consumption.

Consequently, in periods when the marginal utility of consumption is high, the household

lowers deposit holdings. Observe that the elasticity of deposits to the real return is

decreasing in the parameter ωd. From the perspective of bank funding, a high value for

ωd would make deposits very sticky, and hence a more stable source of funding for the

bank.11 The other first order conditions are standard and are presented in the appendix.

2.3 Bank

The representative bank is comprised of three interconnected subdivisions. Firstly, the

retail units for deposits and loans are the interface of the bank with the households and

they operate in a monopolistically competitive market with sticky nominal interest rates,

as in Gerali et al. (2010). The second subdivision, the stable funding unit, combines

retail deposits and multi-period bonds into stable funding, which is on-lent to the final

subdivision, the aggregate funding unit. The aggregate funding unit combines stable

funding and 1-period wholesale funding, subject to a stable funding requirement. The

bank is owned by foreign residents, a stylised feature of the model adapted to the New

Zealand economy where most of the banks are owned by Australian parent institutions

(see e.g. Bollard, 2004). For this reason, bank profits are not rebated to domestic

households, but are instead transferred overseas. We start with the description of the

aggregate funding unit on which the stable funding requirement, henceforth referred to

as the SFR, is imposed.

2.3.1 Aggregate funding unit and the SFR

The aggregate funding unit of the representative bank ι combines stable funding Bsf with

short-term wholesale fundingB to fund a floating-rate loan to households of nominal value

L. Although set up as a one-period loan, the interest rate structure — and therefore the

implicit duration — of the loan reflects the duration of the bank’s funding.12 The average

11Later in the estimation results presented in Section 3, we confirm that this is indeed the case for
New Zealand as the estimate of ωd exceeds 100.
12The bank on-lends the funds to the retail loan unit at cost. The average rate on many overlapping

loans priced at the marginal cost is the same as the rate on a representative loan priced at the bank’s
average cost of funds. Since the retail units smooth lending rates, changes in the bank’s marginal costs
are only gradually passed through to lending rates.
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nominal interest cost of the stable funding unit is given by rsf while r is the rate paid

on one-period wholesale funding. The aggregate funding unit chooses the quantities of

stable funding and short-term wholesale funding that maximise the discounted sum of

real cash flows subject to the balance sheet constraint:

max
bsfι,t, bι,t

E0
∞�
t=0

Λaf0,t

⎡⎢⎣ bsfι,t + bι,t + (1+r


t−1)

(1+πc,t)
+ι,t−1 − +ι,t − (1+r

sf
t−1)

(1+πc,t)
bsfι,t−1 − (1+rt−1)

(1+πc,t)
bι,t−1

− bsft−1
(1+πc,t)

Υ



bsfι,t−1
�ι,t−1

� ⎤⎥⎦ (8)

subject to

+ι,t = b
sf
ι,t + bι,t, (9)

where Λaf is the discount factor of the aggregate funding unit.13 The SFR enters the

cash-flow problem through an adjustment cost function. The bank incurs a cost Υ () when

the stable funding to loans ratio deviates from the requirement of νsfr. In particular:

Υ

�
bsfι,t
+ι,t

�
= γ0 + γ1

�
bsfι,t
+ι,t
− νsfrt

�
+
γ2
2

�
bsfι,t
+ι,t
− νsfrt

�2
. (10)

The cost function Υ () has a linear as well as quadratic component to allow for a non-

zero steady-state value for the first derivative of the cost, so that there exist wedges

between the interest rates in the long run, as observed in the sample means in the data.14

While it is natural to think of the stable funding ratio as being a result of explicit,

external regulation, it may also reflect banks’ internal risk management or pressure from

creditors. In the absence of the adjustment penalty, the bank would seek to fund only

from short-term markets.

The optimality condition for short-term wholesale funding (b) defines the spread be-

tween the nominal internal loan rate r� received from the lending unit and the nominal

benchmark rate r paid for short-term wholesale funding:

r�t − rt = −
�
bsft
+t

�2
Υ�
�
bsft
+t

�
. (11)

13We additionally assume the existence of 1-period foreign currency bonds which are in zero net-
supply, in order to obtain the no-arbirtrage condition which equates the expected depreciation of the
home currency to the international interest rate differential.
14In Section 3 on the empirical implementation of the model, we set γ0 to zero while γ1 is pinned down

by the steady-state restrictions. γ2 is estimated.
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The left hand side of Equation (11) is the additional profit from an additional unit of

lending funded with short-term wholesale borrowing, and the right hand side is the cost

of deviating from the SFR. Combining the above condition with the optimality condition

for stable funding (not exhibited) yields the spread between the nominal rate rsf paid to

the stable funding unit and the cost of short-term wholesale funding:

rsft − rt = −
bsft
+t

Υ�
�
bsft
+t

�
. (12)

Here, the benefit of substituting one unit of cheaper short-term wholesale funding for

one unit of stable funding, rsf − r is equated with the cost of deviating from the SFR.

Combining the two equilibrium conditions above, we can express the internal loan rate as

a weighted average of the short-term wholesale rate and the average rate paid for stable

funding, with the weights determined by the stable funding to loans ratio:

r�t =

�
bsft
+t

�
rsft +

�
1− b

sf
t

+t

�
rt. (13)

In Section 4.2, we demonstrate that this relationship is crucial to determining the infuence

of the prudential requiment set on the stable funding to loans ratio, on the cost of loanable

funds, credit and the macroeconomy.

2.3.2 Stable funding unit

The SFR stipulates that the bank funds a share of its assets through either deposits

or multi-period bonds. While the stickiness of deposit demand makes deposits a stable

source of bank funding, multi-period bonds are stable in the sense that only a fixed

fraction of bonds mature in each period. Multi-period bonds enter the optimisation

problem of the stable funding unit of the bank that produces stable funding Bsf by

combining its stock of unmatured multi-period bonds Sm available in the current period

with one-period retail deposits. The stable funding unit then lends the funds to the

aggregate funding unit at the net average cost of stable funding, rsf . In CPI-deflated

terms, the balance sheet constraint of the stable funding unit is given by:

dt + s
m
t = b

sf
t . (14)
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Modelling multi-period debt and interest Our strategy to model long-term debt

is based on that of Woodford (2001) who incorporates a perpetuity-structure into an

otherwise conventional DSGE model to study fixed-rate long-term government debt.15

However, long-term debt with fixed returns, would expose the bank to a large degree of

interest-rate risk, unless all the bank’s assets and liabilities have matched duration. To

eliminate benchmark interest-rate risk, we augment Woodford’s framework by including

two distinct components into the return on long-term bonds: a floating rate benchmark

and a fixed spread. In every period, new bonds Bm of fixed duration dm are sold to

non-residents at the net floating benchmark rate (r) and an additional funding spread

that is fixed at the time of issuance.16 The bond repayments are split into two parts:

firstly the predetermined principal repayments and the spread, and secondly, floating rate

coupon payments. As in Woodford (2001), the principal is repaid in an infinite number of

installments decaying geometrically at the rate δm ∈ [0, 1), starting from the next period.
The floating rate coupon and fixed spread components are paid on the decaying stock of

outstanding bonds. The degree of funding liquidity risk is determined by the maturing

principal which is a function of the rate of decay δm. If Qt is the fixed payment, related

to principal and the fixed spread, on a bond raised in period t, then total repayments are

scheduled as follows:

In period t+ 1: (Qt + rt)B
m
t

In period t+ 2: δm (Qt + rt+1)B
m
t

In period t+ 3: (δm)2 (Qt + rt+2)B
m
t

·
·

·
·

In period t+ z: (δm)z−1 (Qt + rt+z−1)Bmt

Note that QtBmt covers the principal repayment (1− δm)Bmt and the fixed spread τmt Bmt
component of interest payments, so that Qt = 1− δm + τmt .17 The sum of repayments of

15Benes and Lees (2010) discuss Woodford’s perpetuity set-up in detail and we closely follow their
notation.
16Fixed-coupon payments (or receipts) are assumed to be swapped to floating-coupon payments (or

receipts) at the one-period benchmark rate combined with a fixed spread.
17The duration dm of the funding is the expected present value (PV ) of repayments dis-

counted at the rate of return on stable funding. Defining Rsf = 1 + rsf , EtPVt+z =

(δm)
z−1

(Qt + Etrt+z)
�
Rsft EtR

sf
t+1...EtR

sf
t+z−1

	−1
weighted by the time-to-maturity: dm =�∞

z=1 zEtPVt+z/
�∞

z=1EtPVt+z. In the non-stochastic steady-state, d̄m = R̄sf/
�
R̄sf − δm� .
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the principal in addition to the fixed spread on all past wholesale funding due in period

t (excluding floating interest payments) is

Jt−1 =
∞�
z=1

(δm)z−1
�
Qt−zBmt−z

�
, (15)

which can expressed in recursive form as:

Jt = δ
mJt−1 +QtBmt . (16)

The book value of the principal declines at the rate δm so that the law of motion of the

stock of unmatured bonds Sm is given by:

Smt = δ
mSmt−1 +B

m
t . (17)

The spread τm on the cost of multi-period bonds is modelled as an exogenous AR(1)

process. The exogeneity of the funding spread is well suited to the case of banks from the

SOE accessing external wholesale bank funding markets. Such spreads may be driven by

aggregate risk, rather than idiosyncratic bank-specific risk (Acharya and Skeie, 2011).

Optimal deposit and bonds funding In period t, the stable funding unit receives

gross interest returns on funds lent to the aggregate funding unit in the previous period,

issues new bonds Bmt and raises deposits Dt. It repays the deposit unit with interest,

repays maturing principal and interest on outstanding bonds Jt−1 + rt−1Smt−1 and is sub-

ject to adjustment costs if it expands funding from less-liquid long-term markets. We

present the optimisation problem of the representative stable funding unit in terms of

CPI-deflated quantities:

max
bsfι,t, dι,t, b

m
ι,t

jι,t, smι,t

E0
∞�
t=0

Λsf0,t

⎡⎣ bmι,t + dι,t +
(1+rsft−1)
(1+πc,t)

bsfι,t−1 − bsfι,t − jι,t−1
(1+πc,t)

− rt−1 smι,t−1
(1+πc,t)

−(1+r
d
t−1)

(1+πc,t)
dι,t−1 − κm

2

�
bmι,t
bmι,t−1

− 1
	2
bmt

⎤⎦ (18)

13



subject to

jι,t = δ
m jι,t−1
(1 + πc,t)

+Qtb
m
ι,t, (19)

and smι,t = δ
m

smι,t−1
(1 + πc,t)

+ bmι,t, (20)

where Λsf is the discount factor of the stable funding unit. The law of motion con-

straints in Equations (19) and (20) are associated with the Lagrange multipliers Ψ and

Φ respectively. The term involving κm 0 is a quadratic adjustment cost associated

with changing the stock of nominal bonds raised. Implicitly, such a cost may represent

higher marketing costs or commitment issues related to debt repayment. Since the bank

borrows in home currency, such costs may relate not only to net issuance in foreign debt

markets, but also to markets for hedging foreign currency exposure. In effect, this fea-

ture captures a relative liquidity effect: prices respond to volumes by more in less-liquid

long-term markets than in short-term markets. If outstanding bonds increase rapidly, i.e.

new issuance exceeds maturing debt, then the bank sells the bonds at a discount.

In a symmetric equilibrium, the first order conditions for stable funding
�
bsf
�
, deposits

(d) , multi-period bonds (bm) , repayments on past borrowing (j) , and the stock of bonds

(sm) are respectively:

1 = EtΛsft,t+1

�
1 + rsft

	
(1 + πc,t+1)

, (21)

1 = EtΛsft,t+1

�
1 + rdt

�
(1 + πc,t+1)

, (22)

1 = ΨtQt + Φt +
bmt
bmt−1

κm


bmt
bmt−1

− 1
�
− EtΛsft,t+1



bmt+1
bmt

�2
κm


bmt+1
bmt

− 1
�
, (23)

Ψt = Et
Λsft,t+1

(1 + πc,t+1)
(1 + δmΨt+1) , (24)

and Φt = Et
Λsft,t+1

(1 + πc,t+1)
(rt + δ

mΦt+1) . (25)

Equations (21) and (22) are standard asset pricing conditions which equalise the returns

for stable funding rsf and the one-period retail deposits rd. The optimality condition for

multi-period bonds in Equation (23) associates the price of a new bond to the sum of the

present value of expected future fixed payments ΨQ and the present value of expected

14



floating rate payments, Φ. In addition, observe that in the presence of positive adjustment

costs (κm > 0), increasing bond holdings decreases the proceeds from issuing the bond

in the current period. However, in the ensuing period the costs are lower, augmenting

the value of the bond. The first order condition for fixed payments in Equation (24) pins

down the dynamics of the associated marginal profit. A unit decrease in j increases the

profit of the bank in the current period by Ψt while reducing the future profit by raising

repayments in the next period by a factor of 1+ δmΨt+1. In present value terms, the two

coincide in equilibrium. Analogously, the optimality condition for unmatured bonds sm

in Equation (25) determines the path of marginal profits Φ from making floating rate

repayments.

Combining new bonds with previously contracted bonds Deposits and new

bonds are raised at the marginal cost of stable funding and unmatured bonds are paid

at the benchmark rate, in addition to the previously contracted spreads. The proceeds

of bonds are lent to the aggregate funding unit at the average cost of stable funding:�
1 + rsft−1

	
(1 + πc,t)

bsft−1 =

�
1 + rdt−1

�
(1 + πc,t)

dt−1 +
jt−1

(1 + πc,t)
+
(rt−1 + δ

m)

(1 + πc,t)
smt−1 +

κm

2



bmt
bmt−1

− 1
�2
bmt

(26)

2.3.3 Retail banking units

Following Gerali et al. (2010), we model market power in retail loan and deposit bank-

ing markets using a Dixit-Stiglitz framework. We assume that (real) units of loans and

deposits bought by households are composite CES baskets of differentiated financial prod-

ucts, with elasticities of substitution given by ϑL and ϑD respectively. Each household

seeks to minimise repayments over the range of individual contracts. Aggregating over

symmetric households, the aggregate loan and deposit demand faced by the bank are

given by:

+ι,t = +t

�
rLι,t
rLt

�−ϑLt

and dι,t = dt

�
rDι,t
rDt

�−ϑDt

. (27)

The retail lending unit receives funds from the aggregate funding unit and lends the funds

to households. In adjusting the nominal loan rate, it incurs quadratic adjustment costs,

increasing in κL 0. The lending unit of the bank ι maximises expected profits subject
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to the demand function given above:

max
rLι,t

E0
∞�
t=0

ΛL0,t

⎡⎣�rLι,t−1 − r�t−1� +ι,t−1 − κL2
�
rLι,t
rLι,t−1

− 1
�2
rLt +t

⎤⎦ subject to +ι,t =

�
rLι,t
rLt

�−ϑLt

+t,

(28)

where ΛL is the associated discount factor. In a symmetric equilibrium, the first order

condition is given by:

rLt
rLt−1

κL


rLt
rLt−1

− 1
�
= EtΛLt,t+1

�

rLt+1
rLt

�2
+t+1
+t
κL


rLt+1
rLt

− 1
�
− ϑLt



rLt − r�t
rLt

�
+ 1

�
.

(29)

The lending rate exhibits Phillips-curve type dynamics, changing only gradually in re-

sponse to the change in the cost of funds r�. The retail deposit unit faces an optimisation

problem similar to that of the lending unit and sets the wedge between the deposit rate

rD and the internal value rd. The corresponding optimality condition is:

rDt
rDt−1

κD


rDt
rDt−1

− 1
�
= EtΛDt,t+1

�

rDt+1
rDt

�2
dt+1
dt
κD


rLt+1
rLt

− 1
�
− ϑDt



rdt − rDt
rdt

�
+ 1

�
,

(30)

where ΛD is the discount factor of the retail deposit unit and the adjustment cost para-

meter κD 0. In the steady-state when adjustment costs are absent, optimality requires

that that the retail deposit rate markup over the internal value is less than unity while

the corresponding retail loan rate markup exceeds unity. Outside the steady-state, the

markups are time-varying since they are influenced by nominal rate stickiness as well as

by structural shocks to the demand elasticities ϑD and ϑL.

2.4 Firms

Monopolistic competition and nominal rigidities in price-setting characterise the three

categories of intermediate goods firms. The first group of firms produce goods using

capital and labour inputs in a Cobb-Douglas combination to sell domestically. The second

group involves exporting firms that buy the domestic good and sell it in the world market,

while the third category comprises importing firms that procure the foreign good in

order to sell at home. Perfectly competitive aggregator firms combine the imported and

domestic goods using CES technologies to sell to the household for consumption and
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investment.

2.5 Balance of payments

Aggregating the constraints of the household, the firms and the bank, we arrive at the

balance of payments (in nominal terms) of the SOE:

Px,t
nert

yx,t − P ∗t
nert

(cm,t + im,t) + Pc,tb
m
t + Pc,tbt = Pc,t−1jt−1 + rt−1Pc,t−1smt−1 (31)

+(1 + rt−1)Pc,t−1bt−1 + ΩB
t + AC

B
t .

The first two terms reflect the trade balance: the excess of the revenue from exporting

volumes (yx) at the price (Px) over the expenditure on consumption imports (cm) and

investment imports (im) at the acquisition cost (P ∗) of the foreign good. The next two

terms represent the country’s net external debt: the nominal value of outstanding bills

and bonds borrowed from non-residents. The right hand side reflects the previous period’s

net external debt in addition to payments that accrue to the foreign economy including

interest and principal repayments, bank profits
�
ΩB
�
paid to the non-resident owners,

and quadratic adjustment costs
�
ACB

�
.

2.6 Policy

The model is closed by specifying monetary and prudential policy. The monetary policy

authority sets the benchmark nominal interest rate according to a Taylor-type rule. The

nominal interest rate is influenced by past interest rates and also responds to the expected

CPI inflation rate. rR ∈ [0, 1) measures the inertia in the policy rate and rπ > 1 is the
elasticity of the policy rate to inflation while ry governs the reaction to output:

1 + rt
1 + r̄

=



1 + rt−1
1 + r̄

�rR 
1 + Etπc,t+1
1 + π̄c

�(1−rR)rπ 
yt
ȳ

�(1−rR)ry
exp εmp,t. (32)

The variable εmp represents the unsystematic, exogenous component in the conduct of

monetary policy and is modelled as an AR(1) process. Finally, the prudential policy sets

the SFR according to a rule. The SFR is influenced by past SFR settings and also may
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respond to the funding spread.18 The parameter ρsfr ∈ [0, 1) measures the inertia in the
SFR setting and ντ is the elasticity of the SFR to the funding spread, while σsfrηsfr,t

may be interpreted as the unsystematic, exogenous component of variation in the SFR:

νsfrt =
�
νsfrt−1

	ρsfr
(τmt )

(1−ρsfr)ντ exp
�
σsfrηsfr,t

	
. (33)

3 Estimation

Several papers in the literature have presented DSGE models estimated on New Zealand

data (see e.g. Kamber et al., 2015, Justiniano and Preston, 2010, Kam et al., 2009 and

Lubik and Schorfheide, 2007). Since these models exclude an explicit role for financial

intermediation, we will now take the SOE model to the data in order to pin down the

financial parameters and shocks that are important for the policy analysis that follows in

Section 4. The model estimation as well as the ensuing optimal policy analysis in Section

4, are implemented in the Matlab-based toolbox Dynare Version 4.4.2 (see Adjemian

et al., 2011).

3.1 Data and methodology

The SOE model is estimated employing 15 quarterly macroeconomic time series for New

Zealand. We use per capita growth rates of output, consumption, investment, deposits,

loans and bond holdings. The remaining data series are: CPI inflation, export price

inflation, import price inflation, real wage inflation, the 90-day bank bill rate (which

closely tracks the policy rate), retail deposit rate, retail loan rates, the 5-year funding

spread, and finally, the observed stable funding ratio.

The observed measure of the stable funding ratio we use is the ratio of the sum of

retail deposits and wholesale funding with a residual maturity greater than a year, to

total funding. We abstract from bank capital and from liquid assets which on average

account for roughly 10% of assets in New Zealand. Since these components of the balance

sheet are not explicitly modelled in our framework, the calibration of the model SFR is

adjusted to account for this omission.
18We also estimated variants of the model where the spread systematically responds to output. How-

ever, the coefficient was close to zero and statistically insignificant.
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Although the Reserve Bank of New Zealand only imposed the stable funding re-

quirement in April 2010, New Zealand banks have previously used stable funding due

to internal risk management strategy or implicit requirements imposed by creditors and

rating agencies. Hence, the starting date for this time-series, predates the official require-

ment imposed in 2010. The availability of data for the spread limits the start-date of the

sample to 1998.Q4 and the dataset ends in 2014.Q3. Table 1 presents a more detailed

description of the data.

We apply the Bayesian estimation methodology discussed by An and Schorfheide

(2007). The Bayesian approach combines prior knowledge about structural parameters

with information in the data as embodied by the likelihood function. The combination

of the prior and the likelihood function yields posterior distributions for the structural

parameters, which are then used for inference. The appendix provides further technical

details on the estimation methodology in Section B.

3.2 Priors

An overview of the priors used for the structural parameters are documented in Table 2

and those for the shocks are detailed in Table 3. Since we have no previous estimates for

the banking sector parameters for New Zealand, the priors that we use are very diffuse.

The retail deposit and loan adjustment parameters
�
κD, κL

�
are given Normal priors

centered at 5 which span the range of estimates of Gerali et al. (2010) for the Euro-area.

The curvature parameter (γ2) for the stable funding adjustment cost function is given

a similar prior as the retail interest rate cost parameters. The interest rate elasticity of

the demand for deposits (ωd) is given a Normal prior centred at 50 but is allowed to

cover a wide range of values with the standard deviation being set very high at 200. The

Normal priors that we use for the bond adjustment cost parameter (κm) and the elasticity

of the stable funding requirement to the spread (ντ ) are given low means at 0.1 and 0

respectively, along with a unit variance. The investment adjustment cost parameter

(φi) is given a Normal prior centered at 5, which spans the region covered by similar

cost parameters estimated in the literature.19 The cost and indexation parameters for

price and wage adjustment are given Normal priors centered at the posterior estimates

19Smets and Wouters (2007) find an estimate of 5.7 for the United States and Adolfson et al. (2007)
estimate the parameter to be 7.7 for the Euro-area.
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of Kamber et al. (2015). Other real-economy parameters such as those pertaining to the

monetary policy rule, habit persistence and shock persistence and volatility are given

priors similar to those of Kamber et al. (2015).

A subset of the structural parameters are given dogmatic priors at fixed values. Most

of these parameters are crucial for the model’s steady-state while others are fixed as there

is insufficient information in the dataset to achieve identification. The share of capital

in production is fixed at 0.30 and the depreciation of the capital stock is given a value

of 0.025. The price and wage markups are set at 1.1. We rely on the estimates for the

New Zealand economy presented in Kamber et al. (2015) to fix the inverse of the Frisch

elasticity of labour at 1.34 and the import- and export-demand price elasticities at 0.52

and 0.81 respectively. These values are close to the standard parameterisations used in

the literature. We rely on New Zealand national accounts data to calibrate the long-

run share of exogenous (government) spending in output at 0.14 and the import-shares

of consumption and investment and the export-to-output ratio at 0.20, 0.68 and 0.31

respectively. The foreign-economy parameters are given the same values as those of the

domestic-economy analogues.

Following Gerali et al. (2010), the parameters that pertain to the banking sector are

calibrated to match observed interest rates, spreads and funding shares. In our case,

they are chosen to match properties of the New Zealand banking system. The steady-

state loan markup is set at 1.4 to match the average 200 basis point spread between the

effective mortgage rate and the model-implied average cost of funds. Similarly, the deposit

markdown is calibrated at 0.76 to match the average 75 basis point spread between the

model-implied average cost of stable funding and the 6-month retail deposit rate. The

steady-state bond spread is set at 0.0038, equivalent to 150 basis points per year. The

steady-state ratio of deposits to (annual) output is set at 0.8. The ratio of net external

debt to (annual) output is 0.7. The average duration of new bonds is set at 5 years

to match the average maturity of New Zealand bank wholesale funding with a residual

maturity of more than a year. The steady-state SFR is set at 0.54, to match the sample

average ratio of the sum of deposits and bonds to loans.
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3.3 Posteriors

Tables 2 and 3 also present the moments of the marginal posterior distributions of the

estimated parameters. The estimates of the parameters related to the banking sector are

of particular interest as we have no previous empirical evidence of their magnitudes. The

parameter γ2 that governs the curvature of the SFR penalty function is estimated at 5.02

which is quite close to the prior mean that is imposed. The data is more informative

about the other financial parameters. The preference parameter ωd that influences the

volatility of deposit demand is very high at 112, implying that the deposits are extremely

sticky. The retail loan and deposit rate adjustment cost parameters are estimated at

about 9.5 and 7.3 respectively which are not far from the estimates of Gerali et al.

(2010) about 10 and 4 for the Euro-area. The bond adjustment cost parameter κm is

statistically insignificant as is the response (υτ ) of the SFR to the funding spread. The

investment adjustment cost parameter is estimated at about 4.8 which is similar to the

value obtained by Smets and Wouters (2007) for the United States. The remaining real-

economy parameters pertaining to nominal rigidities and the monetary policy reaction

function are in the ballpark of the corresponding estimates for New Zealand presented in

Kamber et al. (2015).20

The transmission channels of three structural disturbances — the funding spread shock,

monetary policy shock and the SFR shock — are crucial for the policy analysis that we

pursue in the remainder of the paper. Since the interaction between the monetary and

macroprudential instruments are closely linked to the business cycle dynamics triggered

by these disturbances, we defer the discussion of the estimated impulse responses to the

next section. There we focus on the dynamics from the baseline estimation results and

how the transmission channels are affected when we alter model features. A discussion

of the dynamics triggered by the wider array of shocks that we have employed in the

estimation, is available on request.

20We evaluate the overall empirical fit of the model in Section B. The volatilities and persistence
observed in the data are generally in line with the predictions of the model.
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4 The SFR and Monetary Policy Trade-offs

We now consider the interaction between the SFR and monetary policy. First, in Section

4.1, we describe the monetary policy loss functions that form the basis for the analysis to

follow. We then examine the design of optimal monetary and cyclical SFR policy, from

the perspective of the monetary policy loss function, within the class of the empirical rules

defined by Equations (32) and (33). For each of these exercises, we set all the non-policy

structural parameters at the posterior mode. In Section 4.2, we restrict our attention

to the effect of changes in the steady-state SFR level on monetary policy trade-offs. In

Section 4.3, we ask whether extending the monetary policy rule with financial variables

can improve outcomes. Finally, in Section 4.4, we examine if varying the SFR instrument

in response to financial variables can improve monetary policy trade-offs.

4.1 Monetary policy loss functions

A crucial ingredient in our policy analysis is the specification of the loss function of the

monetary policy authority. Our choice of the loss function is motivated by two concerns.

Firstly, the functional form of the loss function should be consistent with the Policy

Targets Agreement (PTA 2012) between the Governor of the RBNZ and the Minister of

Finance, which states the goals of the RBNZ as:

The policy target shall be to keep future CPI inflation outcomes [near target]

on average over the medium term... In pursuing its price stability objective,

the Bank shall ... have regard to the efficiency and soundness of the financial

system, ... and seek to avoid unnecessary instability in output, interest rates

and the exchange rate.

Secondly, we need to ensure that the optimal policy parameters delivered by the

selected loss function, given the model, are empirically plausible.

We consider four specifications of the loss functions: three from the literature, and

one that is specific to the estimated model. We first consider two ‘standard’ loss functions
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used in Justiniano and Preston (2010):

Lt = π̃2t + r̃
2
t (34)

Lt = π̃2t + 0.5ŷ
2
t + r̃

2
t (35)

Loss functions such as these above have also been used in the recent macroprudential

literature, e.g. Angelini, Neri, and Panetta (2014) and Gelain and Ilbas (2014). The third

loss function we consider is from Kam, Lees, and Liu (2009) who estimate a monetary

policy loss function for New Zealand of the form:

Lt = π̃2t + 0.41ŷ2t + 0.61Δr̃2t + 0.005�rer2t , (36)

where rer is the CPI-based real exchange rate.

None of these loss functions from the literature deliver optimal monetary policy para-

meters that are in the neighbourhood of the estimated rule. Therefore we also consider a

loss function which is more consistent with the estimated model. In particular, we assume

that the estimated policy rule is optimal, given the model and given central bank pref-

erences, and then use the estimated reaction function to make inferences about the loss

function parameters.21 As a first step, we choose a generalised form of the loss function:

Lt = π̃2t +ΘX.X2t , (37)

where the welfare loss (L) is increasing in deviations from the primary inflation target,

and in deviations in one or more candidate variables in the vector X. X represents a subset

of the following variables: the level or change in the output-gap, the policy interest rate,

and the real exchange rate, all of which are associated with the subsidiary objectives of

the Reserve Bank stated in the PTA (2012). ΘX is a vector of the weights attached to

the candidate variables in the loss function. Recall that the monetary policy reaction

21There are multiple ways to specifying an appropriate welfare loss function and a more detailed
treatment of this issue is beyond the scope of our paper. Several studies recover loss function parameters
from observed policy behaviour, conditional on the model and on the assumption that observed central
bank behaviour is optimal. In the DSGE literature, Kam, Lees, and Liu (2009) back out loss function
parameters for Australia, Canada and New Zealand using a small open economy New Keynesian model
based on Gali and Monacelli (2005), while Dennis (2006) and Ilbas (2012) implement a similar exercise
for the United States.
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function that we have specified in the model is of the (log-linear) form:

r̃t = rRr̃t−1 + (1− rR) (rπEtπ̃c,t+1 + ryŷt) . (38)

For each combination of candidate variables in the loss function, we solve for the optimal

policy rule coefficients
�
roptR , r

opt
π , ropty

�
. The results are reported in Table 4. For the

simplest possible loss function that includes only the primary inflation target (ΘX = 0),

optimal policy coefficients are far from their estimated analogues; the optimal inflation

response is almost 90 compared to about 2 in the estimated monetary policy rule.

We add the additional candidate loss function variables one at a time, and calculate

the optimal policy rule coefficients for a grid of loss function weights, ΘX. For each

functional specification, we report the weights that yield optimal policy rule parameters

closest to the estimated rule. This final step is in line with our second objective to ensure

that the optimal policy rule is empirically plausible. None of the one- or two-variable

loss function specifications considered (not exhibited in Table 4), deliver optimal policy

coefficients that span the estimated rule. The loss function that delivers optimal policy

coefficients closest to the estimated rule, includes the volatility of inflation, the interest

rate, and changes in the real exchange rate:

Lt = π̃2t + 1.74r̃2t + 0.55Δ�rer2t . (39)

The optimal policy coefficients for this specification of the loss function are given by

roptR = 0.86, roptπ = 1.95 and ropty = 0.035. With this model-specific loss function, we can

carry out policy experiments in the neighborhood of the estimated policy rule.

4.2 The steady-state SFR level and monetary policy trade-offs

The Reserve Bank of New Zealand introduced the core funding ratio, the analogue of

the model SFR, in April 2010 and set it at 65% the then-existing average level of stable

funding. Subsequently the requirement increased in two steps from 65% to 70% in July

2011, and then adjusted upward to 75% in January 2013. How does raising the required

SFR level alter optimal monetary policy rules? Our benchmark is the estimated model,

for which the steady-state model SFR is set at the sample mean. In this experiment, we
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proceed in three steps: (i) we remove the mild historical procyclicality of the requirement,

setting υτ = 0, (ii) we turn off SFR shocks, and then (iii) we raise the steady-state SFR.

The changes in losses under these alternative specifications are reported in the Panel

(a) of Table 5 for the four loss functions described in the previous section. Historically,

the stable funding ratio has tended to be weakly pro-cyclical. The posterior mode of

ντ , the SFR response to the spread in Equation (33), is 0.41. In other words, the SFR

has tended to rise a little when funding spreads have been high, and to ease when they

have been low. Reflecting both the change in policy, and the statistical insignificance of

the estimated value, we first set ντ to zero. As shown in the second row of Panel (a) in

Table 5, eliminating that mild pro-cyclical application of the SFR hardly affects monetary

policy trade-offs, for all the loss functions we consider. The next row shows the effect

of abstracting from the cyclical variation in the SFR, setting νsfrt to zero. Removing

the variation in the cyclical component reduces the monetary policy losses further, but

the reduction is again small, reflecting the modest role of SFR shocks for loss function

variables.

We then raise the steady-state SFR
�
ν̄sfr

�
from 0.54 to 0.63, then to 0.73, and finally to

0.83, which are the adjusted model equivalents of the changes made to the requirement

since its introduction. Observe that raising the steady-state level of the model SFR

worsens monetary policy trade-offs materially, as compared to the experiments presented

in the second and third rows.

We demonstrate that the worsening trade-offs at higher levels of the steady-state SFR

are mainly associated with funding spread shocks. This can be seen from the bottom half

of Panel (a) in Table 5, where we present results for the same set of experiments, but

for the counter-factual scenario when spread shocks are deactivated. In that case, mone-

tary policy trade-offs are largely invariant to the steady-state SFR level. The worsening

trade-offs caused by spread shocks at higher steady-state SFR levels is better understood

by examining the related features of the model environment and the impulse response

functions generated by the spread shock.

The funding spread shock directly affects the demand function for one source of stable

funding, namely long-term bonds, in Equation (23). On the other hand, the proportion

of long-term bonds in the bank’s balance sheet affects the bank’s average cost of funds

25



through Equation (13). The analogues of these two optimality conditions in the first-order

approximation of the model are given as:

Δb̂mt = Et
1

1 + r̄d
Δb̂mt+1 −

1

κm
�
Q̄+ r̄

� �Q̄Ψ̂t + r̄Φ̂t + τ̃
m
t

	
, (40)

and r̃�t = ν̄
sfrr̃sft +

�
1− ν̄sfr� r̃t + τ̄mν̄sfr �b̂sft − +̂t	 . (41)

When the steady-state SFR
�
ν̄sfr

�
is high, the proportion of long-term bonds (bm) in the

bank’s balance sheet is raised. In this setting, an increase in the funding spread (τm)

on the bonds pushes up the cost of stable funding
�
rsf
�
and in turn the internal loan

rate
�
r�
�
. The increase in the internal cost of funds increases the price of retail loans and

depresses economic activity. This mechanism is key in generating the dynamics presented

in Figure 2 which demonstrates how the economy responds to an exogenous widening of

the funding spread for the different levels of the steady-state SFR.

The baseline estimated impulse responses with the steady-state SFR set at the sample

mean of 0.54 are presented in solid black lines. As the steady-state share of stable funding

rises, the economy’s long-term bond holdings rise and it becomes increasingly sensitive to

the rise in the bond spread. Accordingly, demand falls by more, leading to a larger mone-

tary policy loosening, and through interest arbitrage, a larger exchange rate depreciation.

Intuitively, a higher SFR amplifies the effect of spread shocks because the requirement is

expensive to maintain in bad times when funding spreads rise.22 The additional volatility

emanating from a higher steady-state SFR contributes to higher monetary policy losses.

If spread shocks were the main source of business cycle fluctuations, monetary policy

losses would be minimised if the long-run SFR is easened.

In stark contrast, the changes in the real-economy dynamics generated by varying the

steady-state SFR are almost imperceptible, when we consider other shocks. For example,

in Figure 3, in response to an exogenous rise in the policy interest rate, households with-

draw deposits to smooth consumption, and banks replace that source of stable funding

from a very liquid bond market. Recall that the posterior estimate of the bond ad-

justment cost parameter κm is statistically not different from zero and hence banks can

22The role of the SFR as an amplifier of spread shocks is reminiscent of the role of bank capital
requirements as an amplifier of business cycles (see e.g. Blum and Hellwig, 1995). Capital requirements
are pro-cyclical since they raise the cost of issuing equity during downturns.
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increase bond-issuance almost costlessly. The real economy is hardly affected by changes

in the steady-state SFR since it only alters the composition of bank funding; only the

financial variables are affected.

We have seen that monetary policy trade-offs worsen as the steady-state level of the

SFR is raised. What does this imply for the implementation of monetary policy? We

examine the results for the model-specific loss function in Equation (39) that allows us

to examine changes in the neighborhood of the estimated rule. As the steady-state level

of the SFR is increased, we can see from Panel (b) of Table 5 that there is very little

change in the parameterisation of the monetary policy rule
�
roptr , r

opt
π , ropty

�
. Although

the sensitivity of the economy to the cost of stable funding increases with the tightening

steady-state SFR, and monetary policy trade-offs worsen, the implementation of mon-

etary policy is hardly affected. The optimal coefficients remain in the vicinity of the

estimated values. An important factor that explains this finding is that the spread shock,

whose transmission is strongly influenced by the presence of the steady-state SFR, is not

a dominant driver of the variables in the monetary policy loss function. For example, in

the baseline estimation, the spread shock only contributes 0.74% of inflation volatility,

3.20% of output volatility and 11.74% of interest rate volatility (see Table 7) .

4.3 Extending the monetary policy rule with financial variables

In this section, we ask whether augmenting the monetary policy rule with financial vari-

ables can improve trade-offs while keeping the prudential instrument unchanged. In the

next set of experiments, we include an additional term, rxxt, in the monetary policy

reaction function:

r̃t = rRr̃t−1 + (1− rR) (rπEtπ̃c,t+1 + ryŷt + rxxt) , (42)

where x is an additional financial variable. We start with the funding spread and se-

quentially also consider measures of credit and asset prices. Given the model-specific loss

function in Equation (39), we optimise over all monetary policy rule parameters, in the

case of each financial variable. The baseline for all these experiments is the estimated
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model, but with ντ set to zero, to eliminate the mild pro-cyclicality of the SFR estimated

in the data. The results are summarised in Panel (a) of Table 6.

Losses decline relative to the baseline case, when monetary policy responds system-

atically to two variables related to credit growth; loan growth and the current account.

Macroeconomic volatility is reduced (relative to baseline) when monetary policy is tight-

ened in response to a rise in loan growth or to a larger current account deficit. In our

model, the excess of loans disbursed by the bank over the deposits it receives is financed

by borrowing from international financial markets. The current account is defined as

the change in net foreign assets, i.e. the negative of the change in net foreign debt, and

is effectively the excess of deposit growth over gross loan growth. The improvement in

monetary policy trade-offs by responding to credit growth is in the spirit of the results

of Quint and Rabanal (2014) and Lambertini, Mendicino, and Punzi (2013), who find

support for a monetary response of ‘leaning against the wind’ to credit growth, in the

context of a closed-economy. The similarity in results is particularly striking since these

papers examine welfare-optimal policy in models of housing, and hence the objectives

they pursue are considerably different from ours.

The optimal coefficients on loan growth (0.38) and the current account (−0.06) are
substantially larger than those for other variables. For example, the optimal monetary

policy response to the spread is negative but very small at −0.0003, despite the fact that
the presence of the SFR amplifies the economy’s response to disturbances to the funding

spread. The other conventional monetary policy reaction function parameters do not

materially change when alternative variables are used. In the next section, we abstract

from financial variables in the monetary policy rule, and instead introduce additional

variables in the macroprudential policy rule, to evaluate monetary policy trade-offs. We

continue to focus on the model-specific loss function.

4.4 Can a time-varying SFR policy improve monetary policy

tradeoffs?

In May 2013, a memorandum of understanding between the Reserve Bank and the Minis-

ter of Finance introduced the idea that the core funding requirement, the policy analogue
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of our model SFR, can be varied over time in response to the build-up of systemic risk.23

That is, banks may be required to increase the share of stable funding when systemic risk

rises. To understand the impact of a time-varying SFR on the economy, we first demon-

strate the dynamics triggered by the exogenous component of the SFR rule in Equation

(33) in the estimated model. Figure 4 presents the response to an exogenous increase of 5

percentage points in the SFR from its steady-state value. The transitory rise in the SFR

can be met by substituting from 1-period external funding to deposit or long-term bond

funding, or by reducing both 1-period funding and loans. In the model, long-term bond

markets are estimated to be very liquid (κm ≈ 0) and hence the cost of increasing bond
funding is effectively the cost of shifting 5% of 1-period funding to bond funding. Given

the model calibration, the shift from short-term wholesale funding to long-term whole-

sale funding, translates to an additional cost of about 120 basis points per annum. The

higher cost, applied to 5% of funding, increases the loan spread to about 6 basis points

at the 1-year horizon. Higher debt service costs put pressure on the household budget,

and consequently, the household reduces demand for loans and reduces expenditures on

consumption and investment. The fall in demand puts downward pressure on inflation

leading to a monetary policy easing of about the same magnitude as the initial spread

shock.

Can time-variation in the SFR improve trade-offs from the monetary policy perspec-

tive? We now assess the monetary policy implications of a variety of SFR rules, ab-

stracting from the exogenous component studied above. We use the same set of financial

variables considered in the previous section, namely, interest rate spreads and measures of

credit and asset prices. To assess the effects of a direct SFR response to those variables,

we include an additional term νxxt in the SFR policy rule:

ν̃sfrt = ρsfrν̃
sfr
t−1 +

�
1− ρsfr

�
(ντ τ̃

m
t + νxxt) , (43)

where x is the additional financial variable. How would the monetary authority recom-

mend that SFR policy be implemented, to support the monetary policy function?24

23For details on the macroprudential toolkit of the Reserve Bank of New Zealand, see http://www.
rbnz.govt.nz/financial_stability/macro-prudential_policy/5266657.html.

24To inform on what is desirable from a financial stability perspective, we would need to define a
financial stability loss function, which is beyond the scope of the current paper. Angelini, Neri, and
Panetta (2014) and Gelain and Ilbas (2014) examine issues of strategic coordination between monetary
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We continue to set the SFR response to the bond spread ντ to zero, in order to

remove the mild procyclicality estimated in the historical data. We present the optimised

coefficients and associated changes in monetary policy losses, in Panel (b) of Table 6. A

striking similarity with the results for the optimised augmented monetary policy rules in

Panel (a), is that systematic SFR responses to the current account (i.e., the negative of

net loan growth), diminish monetary policy welfare losses. The optimal coefficient for

this variable is negative, implying that a tightening of the SFR when the current account

deficit worsens reduces macroeconomic volatility. We also observe that losses are reduced

when the SFR reacts to other measures of credit such as loans and net foreign debt, or

asset prices. However the signs of the optimal coefficients, for example a loosening of the

SFR for a rise in loans, are counter-intuitive.25

Overall, our results indicate that the presence of the time-varying SFR leaves loss-

miminising monetary policy rule coefficients relatively unchanged. These results can again

be explained by the weight on the time-varying ratio of long-term bonds to loans, in the

internal cost of loans in Equation (41). Observe that the steady-state funding spread τ̄m

determines the influence of the share of long-term liabilities which is in turn regulated

by the SFR. This key parameter is given a very small value in the calibration — at the

sample mean of 0.38%. Hence it is not surprising that the time-varying share of long-term

bonds, which the cyclical component of the SFR directly influences, plays little role in

influencing the bank’s cost of funds and is consequently hardly influential in determining

the dynamics of the economy. The result that optimised monetary policy rules remain

very similar to the baseline case, suggests that monetary and macroprudential policy can

be operated independently.

5 Conclusion

This paper contributes to our understanding of the macroeconomic consequences of the

Basel III net stable funding ratio scheduled to come into force in 2018. We develop and

policy and capital requirements, using separate loss functions for the monetary and macroprudential
authorities.
25Optimal SFR and monetary policy responses to movements in the current account, reduce macro-

economic volality even when we use loss functions from the literature presented in Equations (34) , (35) ,
and (36). However, the optimal coefficients underpinning the result in these experiments, are at times
empirically unrealistic. These additional results are available on request.
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estimate a DSGE model featuring a stable funding requirement, for New Zealand where

a similar regulation has been operational since 2010. The stable funding requirement

regulates the proportion of the bank’s liabilities held in long-term bonds and deposits,

as opposed to short-term wholesale funding. The model was estimated for New Zealand

where a similar policy instrument has been operational since 2010. Finally, we evaluated

the implications of the macroprudential instrument for monetary policy trade-offs and

assessed the effects on optimal policy rules derived from the central bank’s loss function.

Taking into account the influence of all the estimated structural shocks, the presence

of the stable funding requirement makes little difference to loss-minimising monetary

policy rules, since it only alters the composition of bank funding. However, conditional

on the bank funding spread shock which makes long-term financing expensive, the stable

funding requirement worsens volatility-based losses. This finding is explained by the role

of the stable funding requirement as an amplifier of the transmission of spread shocks;

if a higher proportion of the bank’s liabilities are held in long-term bonds when the

spreads on these bonds rise, the effect on domestic lending rates is stronger and hence

economic activity contracts further. We find that this additional volatility can be reduced

if monetary policy ‘leans against the wind’ by responding directly to measures of credit

— loan growth and the current account — so that the economy’s exposure to the funding

spread shock is limited. In a similar vein, monetary policy losses can also be reduced,

if the prudential tool reacts to the current account. Even so, the optimal monetary

policy responses to inflation and the output-gap do not change substantially. From the

perspective of the monetary policy loss function, monetary and prudential policies can

be operated independently.

Our results are conditional on several constraints imposed by our modelling choices.

The economic environment featuring a small open economy that is exposed to bank

funding spread shocks in international financial markets, has been designed to suit specific

aspects of the New Zealand economy. While this approach provides a flavour of the

implications of the stable funding requirement once it is enforced in similar economies,

it may be less suitable to apply to larger economies where domestic developments may

exert greater influence over their cost of borrowing. On the technical dimension, we

have allowed for longer maturities on the liability side of the bank’s balance sheet, and

that cost-structure is passed through to loans. In terms of cost-structure, the bank does
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not engage in maturity transformation. Hence, the prudential policy may have different

effects when the bank engages in maturity transformation, e.g. as in Andreasen, Ferman,

and Zabczyk (2013). As far as modelling the prudential instrument is concerned, we have

used a conventional symmetric function to penalise deviations from the stable funding

requirement. A more realistic approach would be to impose a floor on the share of stable

funding and penalise any deviation that falls below the target floor. Incorporating that

non-linearity would entail the use of more complex solution strategies, moving beyond

the class of the linearised general equilibrium models used in this paper. We leave these

extensions for future research.
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Figure 1: The Stable Funding Requirement and the Funding Spread in New Zealand

 
 

 

40%

50%

60%

70%

80%

90%

Jan-99 Jan-01 Jan-03 Jan-05 Jan-07 Jan-09 Jan-11 Jan-13

% of Assets

Reported CFR (Liquidity return)

Core funding requirement

Model SFR

Note: The definitions of the model SFR and the New Zealand Core Funding Requirement (CFR) are slightly 
different. The CFR includes equity capital which is not in our model, and its denominator is less liquid assets. 
The model SFR is defined as deposits plus long-term wholesale funding divided by total funding ex-capital. 

(a) The Stable Funding Ratio: Timeline
Source: RBNZ 

-2

0

2

4

6

8

10

Jan-99 Jan-01 Jan-03 Jan-05 Jan-07 Jan-09 Jan-11 Jan-13

% p.a.

Overnight policy rate

90-day bank bill

External 5Y bond spread to swap

Domestic 5Y bond spread to swap

Note: External bond spread is USD AA  5Y finance bond yield less USD  5Y interest rate swap plus NZD 
cross currency basis swap. The interest rate swap is the expected cost of short-term funding over a longer 
horizon and includes a term premium. The basis swap is the cost of swapping USD funding to NZD.

(b) Benchmark Interest Rates and Bond Spreads

Source: Bloomberg

35



F
ig
ur
e
2:
D
yn
am
ic
s
tr
ig
ge
re
d
by
a
fu
nd
in
g
sp
re
ad
sh
oc
k
w
he
n
th
e
st
ea
dy
-s
ta
te
SF
R
is
va
ri
ed

0q
8q

16
q

24
q

32
q

40
q

0.
050.
1

0.
150.
2

0.
25F

un
di

ng
 s

pr
ea

d 
sh

oc
k

%

 

 SF
R

=
0.

54
SF

R
=

0.
63

SF
R

=
0.

73
SF

R
=

0.
83

0q
8q

16
q

24
q

32
q

40
q

-0
.3

-0
.2

5

-0
.2

-0
.1

5

-0
.1

-0
.0

5

P
ol

ic
y 

(B
en

ch
m

ar
k)

 r
at

e

%

0q
8q

16
q

24
q

32
q

40
q

-2

-1
.5-1

-0
.50

0.
51

R
ea

l 
ex

ch
an

ge
 r

at
e

% from s.s.

0q
8q

16
q

24
q

32
q

40
q

-0
.3

-0
.2

5

-0
.2

-0
.1

5

-0
.1

-0
.0

5

C
P

I 
in

fl
at

io
n

%

0q
8q

16
q

24
q

32
q

40
q

-0
.8

-0
.7

-0
.6

-0
.5

-0
.4

-0
.3

O
ut

pu
t

% from s.s.

0q
8q

16
q

24
q

32
q

40
q

-1
.5-1

-0
.50

C
on

su
m

pt
io

n

% from s.s.

0q
8q

16
q

24
q

32
q

40
q

-6-4-20

In
ve

st
m

en
t

% from s.s.

0q
8q

16
q

24
q

32
q

40
q

-1
2

-1
0-8-6-4-20

N
et

 f
or

ei
gn

 d
eb

t

% from s.s.

0q
8q

16
q

24
q

32
q

40
q

0.
1

0.
2

0.
3

0.
4

0.
5R

et
ai

l 
de

po
si

t 
sp

re
ad

%

0q
8q

16
q

24
q

32
q

40
q

0.
050.
1

0.
150.
2

R
et

ai
l 
lo

an
 s

pr
ea

d

%

0q
8q

16
q

24
q

32
q

40
q

-4
0

-3
5

-3
0

-2
5

-2
0

-1
5

-1
0-5

D
ep

os
it

s

% from s.s.

0q
8q

16
q

24
q

32
q

40
q

-1
5

-1
0-5

L
oa

ns

% from s.s.

0q
8q

16
q

24
q

32
q

40
q

-0
.1

5

-0
.1

-0
.0

50

S.
F
. 
ra

ti
o

%

0q
8q

16
q

24
q

32
q

40
q

-5
005010
0

15
0

N
ew

 b
on

ds

% from s.s.

0q
8q

16
q

24
q

32
q

40
q

-3
0

-2
0

-1
00

T
ot

al
 b

on
ds

% from s.s.

N
ot
e:
T
he
si
ze
of
th
e
sh
oc
k
is
no
t
se
t
at
th
e
es
ti
m
at
ed
va
lu
e
fo
r
ex
po
si
ti
on
al
re
as
on
s.
A
ll
ot
he
r
st
ru
ct
ur
al
pa
ra
m
et
er
s
ar
e
se
t
at
th
e

po
st
er
io
r
m
od
e.
A
ri
se
in
th
e
ex
ch
an
ge
ra
te
in
di
ca
te
s
an
ap
pr
ec
ia
ti
on
of
th
e
N
ew
Z
ea
la
nd
do
lla
r.

36



F
ig
ur
e
3:
D
yn
am
ic
s
tr
ig
ge
re
d
by
a
m
on
et
ar
y
po
lic
y
sh
oc
k
w
he
n
th
e
st
ea
dy
-s
ta
te
SF
R
is
va
ri
ed

0q
8q

16
q

24
q

32
q

40
q

0.
050.
1

0.
150.
2

0.
25M

on
et

ar
y 

po
lic

y 
sh

oc
k

%

 

 SF
R

=
0.

54
SF

R
=

0.
63

SF
R

=
0.

73
SF

R
=

0.
83

0q
8q

16
q

24
q

32
q

40
q

0

0.
050.
1

0.
15P
ol

ic
y 

(B
en

ch
m

ar
k)

 r
at

e

%

0q
8q

16
q

24
q

32
q

40
q

0

0.
51

1.
5

R
ea

l 
ex

ch
an

ge
 r

at
e

% from s.s.

0q
8q

16
q

24
q

32
q

40
q

-0
.2

5

-0
.2

-0
.1

5

-0
.1

-0
.0

50

C
P

I 
in

fl
at

io
n

%

0q
8q

16
q

24
q

32
q

40
q

-0
.7

-0
.6

-0
.5

-0
.4

-0
.3

-0
.2

-0
.1

O
ut

pu
t

% from s.s.

0q
8q

16
q

24
q

32
q

40
q

-1
.2-1

-0
.8

-0
.6

-0
.4

-0
.2

C
on

su
m

pt
io

n

% from s.s.

0q
8q

16
q

24
q

32
q

40
q

-1
.5-1

-0
.50

In
ve

st
m

en
t

% from s.s.

0q
8q

16
q

24
q

32
q

40
q

0.
2

0.
4

0.
6

0.
81

1.
2

N
et

 f
or

ei
gn

 d
eb

t

% from s.s.

0q
8q

16
q

24
q

32
q

40
q

-0
.0

6

-0
.0

4

-0
.0

20

0.
02

R
et

ai
l 
de

po
si

t 
sp

re
ad

%

0q
8q

16
q

24
q

32
q

40
q

-0
.1

-0
.0

8

-0
.0

6

-0
.0

4

-0
.0

20

0.
02

R
et

ai
l 
lo

an
 s

pr
ea

d

%

0q
8q

16
q

24
q

32
q

40
q

-5-4-3-2-101

D
ep

os
it

s

% from s.s.

0q
8q

16
q

24
q

32
q

40
q

-2

-1
.5-1

-0
.50

0.
51

L
oa

ns

% from s.s.

0q
8q

16
q

24
q

32
q

40
q

0123456
x 

10
-6
  
S.

F
. 
ra

ti
o

%

0q
8q

16
q

24
q

32
q

40
q

-50510152025

N
ew

 b
on

ds

% from s.s.

0q
8q

16
q

24
q

32
q

40
q

0.
51

1.
52

2.
53

3.
54

T
ot

al
 b

on
ds

% from s.s.

N
ot
e:
T
he
si
ze
of
th
e
sh
oc
k
is
no
t
se
t
at
th
e
es
ti
m
at
ed
va
lu
e
fo
r
ex
po
si
ti
on
al
re
as
on
s.
A
ll
ot
he
r
st
ru
ct
ur
al
pa
ra
m
et
er
s
ar
e
se
t
at
th
e

po
st
er
io
r
m
od
e.
A
ri
se
in
th
e
ex
ch
an
ge
ra
te
in
di
ca
te
s
an
ap
pr
ec
ia
ti
on
of
th
e
N
ew
Z
ea
la
nd
do
lla
r.

37



F
ig
ur
e
4:
D
yn
am
ic
s
tr
ig
ge
re
d
by
a
st
ab
le
fu
nd
in
g
re
qu
ir
em
en
t
sh
oc
k

0q
8q

16
q

24
q

32
q

40
q

12345

SF
R

 S
ho

ck

%

0q
8q

16
q

24
q

32
q

40
q

12345T
ot

al
 b

on
ds

 t
o 

lo
an

 r
at

io

%

0q
8q

16
q

24
q

32
q

40
q

0.
00

8

0.
01

0.
01

2

0.
01

4

0.
01

6

0.
01

8

0.
02

0.
02

2D
ep

os
it

s 
to

 l
oa

ns
 r

at
io

%

0q
8q

16
q

24
q

32
q

40
q

12345

S.
F
. 
ra

ti
o

%

0q
8q

16
q

24
q

32
q

40
q

-0
.1

2

-0
.1

-0
.0

8

-0
.0

6

-0
.0

4

C
on

su
m

pt
io

n

% from s.s.

0q
8q

16
q

24
q

32
q

40
q

-0
.4

-0
.3

-0
.2

-0
.10

In
ve

st
m

en
t

% from s.s.

0q
8q

16
q

24
q

32
q

40
q

-0
.0

6

-0
.0

5

-0
.0

4

-0
.0

3

-0
.0

2

O
ut

pu
t

% from s.s.

0q
8q

16
q

24
q

32
q

40
q

-0
.0

2

-0
.0

15

-0
.0

1

-0
.0

050

C
P

I 
in

fl
at

io
n

%
0q

8q
16

q
24

q
32

q
40

q

-1
5

-1
0-50

x 
10

-3
  
P

ol
ic

y 
ra

te

%

0q
8q

16
q

24
q

32
q

40
q

0

0.
00

5

0.
01

0.
01

5

0.
02

R
et

ai
l 
lo

an
 r

at
e

% from s.s.

0q
8q

16
q

24
q

32
q

40
q

-0
.1

4

-0
.1

2

-0
.1

-0
.0

8

-0
.0

6

-0
.0

4

-0
.0

2

R
ea

l 
ex

ch
an

ge
 r

at
e

% from s.s.

0q
8q

16
q

24
q

32
q

40
q

-4-3-2-10
x 

10
-3

  
  
 D

ep
os

it
 s

pr
ea

d

%

0q
8q

16
q

24
q

32
q

40
q

246810121416

x 
10

-3   
  
 L

oa
n 

sp
re

ad
%

0q
8q

16
q

24
q

32
q

40
q

-0
.0

6

-0
.0

4

-0
.0

20

0.
02

0.
04

0.
06

N
et

 f
or

ei
gn

 d
eb

t

% from s.s.

0q
8q

16
q

24
q

32
q

40
q

0.
02

0.
04

0.
06

0.
080.
1

D
ep

os
it

s

% from s.s.

N
ot
e:
T
he
si
ze
of
th
e
sh
oc
k
is
no
t
se
t
at
th
e
es
ti
m
at
ed
va
lu
e
fo
r
ex
po
si
ti
on
al
re
as
on
s.
A
ll
ot
he
r
st
ru
ct
ur
al
pa
ra
m
et
er
s
ar
e
se
t
at
th
e

po
st
er
io
r
m
od
e.
A
ri
se
in
th
e
ex
ch
an
ge
ra
te
in
di
ca
te
s
an
ap
pr
ec
ia
ti
on
of
th
e
N
ew
Z
ea
la
nd
do
lla
r.

38



F
ig
ur
e
5:
P
os
te
ri
or
di
st
ri
bu
ti
on
s
of
th
e
vo
la
ti
lit
ie
s
of
si
m
ul
at
ed
m
od
el
va
ri
ab
le
s

N
ot
e:
T
he
si
ze
of
th
e
sh
oc
k
is
no
t
se
t
at
th
e
es
ti
m
at
ed
va
lu
e
fo
r
ex
po
si
ti
on
al
re
as
on
s.
A
ll
ot
he
r
st
ru
ct
ur
al
pa
ra
m
et
er
s
ar
e
se
t
at
th
e

po
st
er
io
r
m
od
e.
A
ri
se
in
th
e
ex
ch
an
ge
ra
te
in
di
ca
te
s
an
ap
pr
ec
ia
ti
on
of
th
e
N
ew
Z
ea
la
nd
do
lla
r.

39



F
ig
ur
e
6:
A
ut
oc
or
re
la
ti
on
s
of
si
m
ul
at
ed
m
od
el
va
ri
ab
le
s

t-
1

t-
2

t-
3

t-
4

-0
.4

-0
.20

0.
2

0.
4

0.
6

D
ep

os
it

 g
ro

w
th

Autocorrelation

t-
1

t-
2

t-
3

t-
4

-0
.4

-0
.20

0.
2

0.
4

0.
6

L
oa

n 
gr

ow
th

t-
1

t-
2

t-
3

t-
4

-0
.4

-0
.20

0.
2

0.
4

0.
6

T
ot

al
 b

on
d 

gr
ow

th

t-
1

t-
2

t-
3

t-
4

0

0.
2

0.
4

0.
6

0.
81

Sp
re

ad

t-
1

t-
2

t-
3

t-
4

0

0.
2

0.
4

0.
6

0.
81

St
ab

le
 f
un

di
ng

 r
at

io

t-
1

t-
2

t-
3

t-
4

-0
.50

0.
51

R
et

ai
l 
de

po
si

t 
ra

te

Autocorrelation

t-
1

t-
2

t-
3

t-
4

-0
.50

0.
51

R
et

ai
l 
lo

an
 r

at
e

t-
1

t-
2

t-
3

t-
4

-0
.50

0.
51

P
ol

ic
y 

ra
te

t-
1

t-
2

t-
3

t-
4

-0
.50

0.
51

C
P

I 
in

fl
at

io
n

t-
1

t-
2

t-
3

t-
4

-0
.4

-0
.20

0.
2

0.
4

0.
6Im

po
rt

 p
ri

ce
 i
nf

la
ti

on

t-
1

t-
2

t-
3

t-
4

-0
.50

0.
51E

xp
or

t 
pr

ic
e 

in
fl
at

io
n

Autocorrelation

t-
1

t-
2

t-
3

t-
4

-0
.4

-0
.20

0.
2

0.
4

0.
6

R
ea

l 
w

ag
e 

gr
ow

th

t-
1

t-
2

t-
3

t-
4

-0
.4

-0
.20

0.
2

0.
4

0.
6
C

on
su

m
pt

io
n 

gr
ow

th

t-
1

t-
2

t-
3

t-
4

-0
.50

0.
51

In
ve

st
m

en
t 

gr
ow

th

t-
1

t-
2

t-
3

t-
4

-0
.4

-0
.20

0.
2

0.
4

O
ut

pu
t 

gr
ow

th

N
ot
e:
T
he
si
ze
of
th
e
sh
oc
k
is
no
t
se
t
at
th
e
es
ti
m
at
ed
va
lu
e
fo
r
ex
po
si
ti
on
al
re
as
on
s.
A
ll
ot
he
r
st
ru
ct
ur
al
pa
ra
m
et
er
s
ar
e
se
t
at
th
e

po
st
er
io
r
m
od
e.
A
ri
se
in
th
e
ex
ch
an
ge
ra
te
in
di
ca
te
s
an
ap
pr
ec
ia
ti
on
of
th
e
N
ew
Z
ea
la
nd
do
lla
r.

40



T
ab
le
1:
D
at
a

D
es
cr
ip
ti
on

M
ne
m
on
ic

So
ur
ce

T
ra
ns
fo
rm
at
io
n

H
L
F
S:
w
or
ki
ng
ag
e
po
pu
la
ti
on

po
p

St
at
is
ti
cs
N
ew
Z
ea
la
nd

-
90
-d
ay
ba
nk
bi
ll
in
te
re
st
ra
te

r 9
0

R
B
N
Z

(r
9
0
,t
−
μ̄
1
)/
4

6-
m
on
th
te
rm

de
po
si
t
ra
te

r D
R
B
N
Z

(r
D
,t
−
μ̄
2
)/
4

E
ffe
ct
iv
e
m
or
tg
ag
e
ra
te

r L
R
B
N
Z

(r
L
,t
−
μ̄
3
)/
4

C
P
I
in
de
x

C
P
I

St
at
is
ti
cs
N
ew
Z
ea
la
nd

10
0Δ
lo
g
(C
P
I t
)
−
μ̄
4

Im
po
rt
pr
ic
e

P
M

St
at
is
ti
cs
N
ew
Z
ea
la
nd
(O
T
I)

10
0Δ
lo
g
(P
M
t)
−
μ̄
5

E
xp
or
t
pr
ic
e

P
X

St
at
is
ti
cs
N
ew
Z
ea
la
nd
(O
T
I)

10
0Δ
lo
g
(P
X
t)
−
μ̄
6

A
ve
ra
ge
ho
ur
ly
w
ag
e,
pr
iv
at
e
se
ct
or

W
o
bs

St
at
is
ti
cs
N
ew
Z
ea
la
nd
(Q
E
S)

10
0Δ
lo
g
(W

o
bs
,t
/C
P
I t
)
−
μ̄
7

D
ep
os
it
s

D
o
bs

R
B
N
Z
SS
R
da
ta

10
0Δ
lo
g
(D

o
bs
,t
/p
op
t/
C
P
I t
)
−
μ̄
8

W
ho
le
sa
le
fu
nd
in
g
≥
1
ye
ar
m
at
ur
it
y

S
m o
bs

R
B
N
Z
SS
R
da
ta

10
0Δ
lo
g
(S

m o
bs
,t
/p
op
t/
C
P
I t
)
−
μ̄
9

T
ot
al
fu
nd
in
g,
ex
ca
pi
ta
l

L
o
bs

R
B
N
Z
SS
R
da
ta

10
0Δ
lo
g
(L

o
bs
,t
/p
op
t/
C
P
I t
)
−
μ̄
1
0

5-
ye
ar
ex
te
rn
al
fu
nd
in
g
sp
re
ad

τ
o
bs

B
lo
om
be
rg

τ
o
bs
,t
/4
−
μ̄
1
1

St
ab
le
fu
nd
in
g
ra
ti
o
(c
al
cu
la
te
d)

sf
r o
bs

R
B
N
Z
SS
R
da
ta

(D
o
bs
,t
+
S
m o
bs
,t
)/
(L

o
bs
,t
)
−
μ̄
1
2

R
ea
l
pr
iv
at
e
co
ns
um
pt
io
n
(s
.a
.)

c o
bs

St
at
is
ti
cs
N
ew
Z
ea
la
nd

10
0Δ
lo
g
(c
o
bs
,t
/p
op
t)
−
μ̄
1
3

R
ea
l
pr
iv
at
e
gr
os
s
fix
ed
ca
pi
ta
l
fo
rm
at
io
n
(s
.a
.)

i o
bs

St
at
is
ti
cs
N
ew
Z
ea
la
nd

10
0Δ
lo
g
(i
o
bs
,t
/p
op
t)
−
μ̄
1
4

R
ea
l
pr
od
uc
ti
on
G
D
P
(s
.a
.)

y o
bs

St
at
is
ti
cs
N
ew
Z
ea
la
nd

10
0Δ
lo
g
(y
o
bs
,t
/p
op
t)
−
μ̄
1
5

N
ot
e:
T
he
sp
re
ad
is
m
ea
su
re
d
as
th
e
U
S
do
lla
r
5-
ye
ar
A
A
b
on
d
in
de
x
-
5-
ye
ar
U
S
do
lla
r
in
te
re
st
ra
te
sw
ap
.
+
5-
ye
ar
cr
os
s
cu
rr
en
cy
sw
ap
-
5-
ye
ar

N
ew

Z
ea
la
nd

do
lla
r
in
te
re
st
ra
te
sw
ap
.
μ̄
()
in
di
ca
te
s
th
e
re
sp
ec
ti
ve
sa
m
pl
e
m
ea
ns
.
T
he
sa
m
pl
e
p
er
io
d
w
e
co
ns
id
er
is
19
98
.Q
4-
20
14
.Q
3.

‘s
.a
.’

in
di
ca
te
s
se
as
on
al
ly
ad
ju
st
ed
.



Table 2: Prior and posterior distributions of structural parameters

Parameter Posterior statistics
Symbol Description Prior (p1, p2) Mode 2.5%ile 97.5%ile

γ2 Curvature of SFR cost function N(5, 1.5) 5.02 2.23 7.89
ωd Elasticity of deposit demand N(50, 200) 111.92 77.93 354.44
κL Retail loan rate adjustment cost N(5, 1.5) 9.49 7.47 11.79
κD Retail deposit rate adjustment cost N(5, 1.5) 7.27 5.04 9.67
κm Bond adjustment cost N(0.1, 1) 0 0 0
ντ SFR reaction to spread N(0, 1) 0.41 -1.51 2.38
γc External habit B(0.40, 0.05) 0.47 0.38 0.57
φi Investment adjustment cost N(5, 1) 4.81 3.52 6.55
χpd Domestic sales price adjustment cost N(205, 25) 131.82 92.35 174.34
ιpd Domestic sales price indexation B(0.50, 0.10) 0.26 0.16 0.41
χpm Import sales price adjustment cost N(229, 25) 222.87 172.87 270.09
ιpm Import sales price indexation B(0.50, 0.10) 0.29 0.17 0.44
χpx Export sales price adjustment cost N(769, 25) 765.21 715.18 815.82
ιpx Export sales price indexation B(0.50, 0.10) 0.36 0.22 0.51
χw Nominal wage adjustment cost N(249, 25) 303.22 259.77 349.01
ιw Nominal wage indexation B(0.50, 0.10) 0.40 0.25 0.59
rR Policy rate smoothing B(0.75, 0.05) 0.85 0.81 0.88
rπ Policy rate reaction to inflation G(2, 0.10) 1.96 1.78 2.16
ry Policy rate reaction to output N(0.15, 0.10) 0.04 -0.04 0.15
β̄ S.S. discount factor 0.9879 -
β̄βc Elasticity of discount factor (rescaled) 0.01 -
δk Capital depreciation 0.025 -
α Capital share of production 0.30 -
mc Import-share of consumption 0.20 -
mi Import-share of investment 0.68 -
ηc, ηi Price elasticities of import demand 0.52 -
ηx Price elasticity of export demand 0.81 -
μ̄() S.S. price and wage markups 1.1 -
ωn Inverse of Frisch elasticity of labour 1.34 -
ȳx/ȳ S.S.exports to output ratio 0.31 -
es/ȳ S.S.exogenous spending to output ratio 0.18 -
μ̄L S.S. loan markup 1.4 -
μ̄D S.S.deposit markdown 0.76 -
d̄/ȳ S.S. deposits to output ratio 3.2 -
τ̄m S.S. spread 0.0038 -
d̄m Average duration of bonds 20 -
ν̄sfr S.S. SFR 0.54 -
nfd/ȳ S.S. net foreign debt to output ratio 2.8 -

Note: G ≡ Gamma distribution, B ≡ Beta distribution, IG ≡ Inverse gamma distribution and
N ≡ Normal distribution. p1 ≡ mean and p2 ≡ standard deviation for all distributions. S.S.
represents steady-state. Other steady-state parameters are derived from the restrictions of the
model. Posterior moments are computed from 5000 random draws from the simulated posterior
distribution.
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Table 3: Prior and posterior distributions of shock parameters

Parameter Posterior statistics
Symbol Description Prior (p1,p2) Mode 2.5%ile 97.5%ile

ρL AR(1) Loan markup shock B(0.50, 0.10) 0.83 0.70 0.91
ρD AR(1) Deposit markdown shock B(0.50, 0.10) 0.76 0.65 0.84
ρτ AR(1) Spread shock B(0.50, 0.10) 0.95 0.95 0.95
ρsfr AR(1) SFR Shock B(0.50, 0.10) 0.93 0.88 0.95
ρmp AR(1) Monetary policy shock B(0.50, 0.10) 0.35 0.24 0.47
ρβ AR(1) Consumption shock B(0.50, 0.10) 0.59 0.39 0.71
ρi AR(1) Investment shock B(0.50, 0.10) 0.33 0.20 0.48
ρes AR(1) Exogenous spending shock B(0.50, 0.10) 0.77 0.65 0.85
ρtfp AR(1) Technology shock B(0.50, 0.10) 0.32 0.19 0.44
ρpm AR(1) Import price markup shock B(0.50, 0.10) 0.26 0.15 0.38
ρpx AR(1) Export price markup shock B(0.50, 0.10) 0.30 0.19 0.43
ρw AR(1) Wage markup shock B(0.50, 0.10) 0.41 0.27 0.54
ρmeΔ� AR(1) Measurement error for loans B(0.50, 0.10) 0.27 0.16 0.44
ρmeΔd AR(1) Measurement error for deposits B(0.50, 0.10) 0.31 0.19 0.48
ρmeΔb AR(1) Measurement error for bonds B(0.50, 0.10) 0.31 0.19 0.48
σL SD Loan markup shock IG(0.10, 2) 0.03 0.03 0.04
σD SD Deposit markup shock IG(0.10, 2) 0.11 0.09 0.16
στ SD Spread shock IG(0.10, 2) 0.05 0.05 0.06
σsfr SD SFR shock IG(0.10, 2) 1.26 1.09 1.59
σmp SD Monetary policy shock IG(0.10, 2) 0.12 0.10 0.15
σβ SD Consumption shock IG(0.10, 2) 0.34 0.25 0.52
σi SD Investment shock IG(0.10, 2) 2.37 1.94 2.97
σes SD Exogenous spending shock IG(0.10, 2) 1.08 0.94 1.33
σtfp SD Technology shock IG(0.10, 2) 0.49 0.41 0.61
σpm SD Import price markup shock IG(0.10, 2) 2.58 2.15 3.18
σpx SD Export price markup shock IG(0.10, 2) 2.47 2.03 3.08
σw SD Wage markup shock IG(0.10, 2) 0.72 0.58 0.94
σmeΔ� SD Measurement error for loans IG(0.10, 2) 1.93 1.66 2.40
σmeΔd SD Measurement error for deposits IG(0.10, 2) 1.29 1.12 1.63
σmeΔb SD Measurement error for bonds IG(0.10, 2) 14.47 12.46 17.70

Note: G ≡ Gamma distribution, B ≡ Beta distribution, IG ≡ Inverse gamma distribution and
N ≡ Normal distribution. p1 ≡ mean and p2 ≡ standard deviation for all distributions.
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Table 4: Optimal monetary policy rules for various loss functions

Optimal coefficientsa Distanceb Loss function weightsc

roptR roptπ ropty θ(π) θ(x1) θ(x2)

1-variable loss function
π̃t 0.488 88.24 -2.56 87.44 1 - -
3-variable loss functions
π̃t, ŷt, r̃t 0.935 1.977 0.388 0.36 1 0.36 3.48
π̃t, ŷt, Δr̃t 0.913 1.985 0.401 0.37 1 0.24 4.34
π̃t, ŷt, �rert 0.799 1.969 0.242 0.21 1 - 0.14
π̃t, ŷt, Δ�rert 0.803 1.964 0.022 0.05 1 - 0.33
π̃t, Δŷt, r̃t 0.398 11.030 -0.570 9.10 1 0.36 -
π̃t, Δŷt, Δr̃t 0.400 12.538 -0.654 10.61 1 1.35 -
π̃t, Δŷt, �rert 0.799 1.969 0.242 0.21 1 0.18 0.14
π̃t, Δŷt, Δ�rert 0.803 1.964 0.022 0.05 1 0.09 0.33
π̃t, r̃t, �rert 0.896 1.963 0.197 0.16 1 3.19 0.16
π̃t, r̃t, Δ�rert 0.857 1.959 0.035 0.009 1 1.74 0.55
π̃t, Δr̃t, �rert 0.839 1.967 0.222 0.18 1 1.24 0.12
π̃t, Δr̃t, Δ�rert 0.866 1.958 0.041 0.015 1 6.82 0.44

a. The monetary policy reaction function shown for each class of loss function, is the closest to
the estimated rule among all rules computed across the set of loss function weights.
b. Distance is defined as the square root of the sum of the squared differences between the
estimated Taylor rule parameters (rR = 0.851, rπ = 1.960, ry = 0.042) and the coefficients
from the optimal policy rule for that loss function specification.
c. The range of loss function weights that we use for the grid-search is: θy ∈ [0, 0.8], θΔy ∈
[0, 1.7] , θr ∈ [0, 5.8] , θΔr ∈ [0, 12.3] , θrer ∈ [0, 0.4] and θΔrer ∈ [0, 2.2].
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A Other Equilibrium Conditions

Here we list the optimality conditions for the non-banking segment of the model which
were omitted from the main text. For brevity, we use gross interest rates and inflation
notation: RL = 1 + rL, Πc = 1 + πc, Πm = 1 + πm, Πx = 1 + πx, and Πnw = 1 + πnw.

1. Consumption and investment CES aggregators:

zt =

�
(1−mz)

1
η z

η−1
η

d,t +m
1
η
z z

η−1
η

m,t


 η
η−1
, z ∈ {c, i} , (44)

where η > 0 and mz ∈ [0, 1] . The subscripts d and m indicate domestic and import
sales respectively. The nominal price deflators for consumption and investment are
given by:

Pz,t =
�
(1−mz)P

1−η
d,t +mzP

1−η
m,t

� 1
1−η , z ∈ {c, i} . (45)

The sales for domestic and imported components of consumption and investment
(cd, id, cm, im) and exports (y∗x) are given by:

zd,t = (1−mz)



Pd,t
Pz,t

�−η

zt, z ∈ {c, i} , (46)

zm,t = mz



Pm,t
Pz,t

�−η

zt, z ∈ {c, i} , (47)

and y∗x,t =


Px,t
P ∗t

�−ηx

y∗t , (48)

where P ∗ and y∗ represent the aggregate price level and output in the foreign
economy and ηx > 0 is the price elasticity of the aggregated export good.

2. Euler equation for consumption (c) :

(ct − γcct−1)−1 = Et (ct+1 − γcct)−1 βt
εβ,t+1
εβ,t

RLt
Πc,t+1

, (49)

where εβ,t (ct − γcct−1)−1 = λt is the marginal utility of consumption (or wealth)
and εβ is an intertemporal preference shock.

3. Euler equation for capital stock (k) which determines the flow of Tobin’s q (tq) :

tqt = Etβt
λt+1
λt

�
rkc,t+1 + tqt+1 (1− δk)

�
, (50)

where δk ∈ [0, 1] is the depreciation of the capital stock.
4. Euler equation for investment (i) :

εi,ttqt

�
1− φ



it
it−1

�
− it
it−1

φ�


it
it−1

�

+ Etβt

λt+1
λt
tqt+1εi,t+1

i2t+1
i2t
φ�


it+1
it

�
=
Pi,t
Pc,t

.

(51)
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where εi is a shock that stimulates the transformation of the investment good to
physical capital.

5. Nominal wage inflation (Πnw) :

Etβt
λt+1
λt

1

Πc,t+1

nt+1
nt

�
Πnw
t+1

�2
Π

ιw
c,tΠ̄

1−ιw
c

χw

�
Πnw
t+1

Π
ιw
c,tΠ̄

1−ιw
c

− 1
�

(52)

=
Πnw
t

Π
ιw
c,t−1Π̄

1−ιw
c

χw

�
Πnw
t

Π
ιw
c,t−1Π̄

1−ιw
c

− 1
�
+ ϑn,t

⎡⎢⎣ 1− χw
2



Πnwt

Π
ιw
c,t−1Π̄

1−ιw
c

− 1
�2

−nωn
t

(ct−γcct−1)
wc,t

⎤⎥⎦− 1,
where Πnw

t = wc,t
wc,t−1

Πc,t and ϑn is a shock to the wage elasticity of labour demand.

6. Production function:
yt = εtfp,tk

α
t−1n

1−α
t , α ∈ [0, 1] , (53)

where εtfp is a neutral technology shock.

7. Substitution between factors of production obtained by combining labour and cap-
ital demand:

rkd,tkt−1
α

=
wd,tnt
1− α , (54)

where the subscript d indicates that the factor prices have been deflated by the
output deflator Pd.

8. Real marginal cost:

rmcd,t =
1

εtfp,tαα (1− α)1−α

�
rkd,t
�α
w1−α
d,t . (55)

9. Domestic sales price inflation (Πd):

Etβt
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λt

1

Πc,t+1

yt+1
yt

Π2
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Π
ιpd
d,t Π̄
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(56)
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where χpd 0 measures the associated price adjustment cost and ιpd ∈ [0, 1] mea-
sures the degree of price indexation.

10. Export sales price inflation (Πx) :
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where Px is the foreign-currency price set by the exporter for the domestic good,
χpx 0 moderates the price adjustment cost, ιpx ∈ [0, 1] measures the degree of
price indexation, and ϑx is a shock to the price elasticity (and markup) for export
sales.

11. Import sales price inflation (πm) :
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where ym = cm + im represents import sales volumes. P ∗ is the price of the foreign
good which is procured by the importer and sold in domestic currency. χpm
0 measures the associated price adjustment cost and ϑm is a shock to the price
elasticity (and markup) for imports.

12. Goods market clearing:

yt = cd,t + id,t + y
∗
x,t + εes,t + ACp,t + ACw,t, (59)

where y∗x indicates export sales volumes and εes is a shock to exogenous spending
which includes government spending and changes in inventories. ACp and ACw are
price and wage adjustment costs expressed in terms of the domestic good.

13. The SOE only has a negligible influence on the foreign country which is modelled
as a closed economy, and specified using laws of motions for output (y∗), inflation
(Π∗) and interest rate (R∗) :
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and
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where the parameters are given the same values as their analogues in the SOE.

B Further Estimation Details and Results

As mentioned in Section 3, we use 15 series to estimate the log-linearised SOE model. We

use 15 shocks to link the model to the observed data. 12 AR(1) structural shocks are em-

bedded in the model: shocks to the loan markup
�
μL
�
, deposit mark-down

�
μD
�
, funding
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interest rate spread (τm), stable funding ratio
�
vsfr

�
, monetary policy (εmp) , consump-

tion discount factor (εβ), business investment (εi), exogenous spending (εes) , technology

(εtfp), import price markup
�
μpm

�
, export price markup

�
μpx
�
and wage markup (μn).

As in Smets and Wouters (2007), the shocks are rescaled to enter the estimation with

a unit coefficient. In addition, we use 3 AR(1) measurement errors in the observation

equations for loan growth
�
meΔ�

�
, deposit growth

�
meΔd

�
and bond growth

�
meΔb

�
. We

use 1,000,000 iterations of the Random Walk Metropolis Hastings algorithm to simulate

the posterior distribution and achieve an acceptance rate of about 22 percent. The first

500,000 draws are discarded. We monitor the convergence of the marginal posterior dis-

tributions using trace-plots, CUMSUM statistics as well as the partial means test as in

Geweke (1999). The test statistics confirm that all parameter estimates converge. To

reduce the autocorrelation between the draws, we retain only every 75th iteration. Pos-

terior parameter moments, impulse response functions and simulated moments of the

endogenous variables are computed from 5000 parameter vectors randomly drawn from

the thinned chain.

In Figure 5, we compare the volatilities of the data series used in the estimation

with the analogous volatilities generated from the SOE model when parameters are set

at values randomly drawn from the posterior distribution. The model captures the un-

conditional volatilities of the variables fairly well: the data moments lie within or very

close to the 95% probability set generated from the model in most cases. The fit is par-

ticularly striking for export price inflation and the policy rate. On the downside, the

model over-predicts the volatilities of CPI inflation and output growth, the former more

so than the latter. We continue the validation exercise in Figure 6 which compares the

autocorrelation functions of the observed variables with their model analogues. The data

moments mostly lie within the probability bands generated by the model and the match is

rather striking for the stable funding ratio, retail deposit and loan rates and export price

inflation. The SOE model is only modestly successful in tracking the autocorrelation of

the growth rates of the real and financial quantities. It does not capture the pattern of

persistence observed in the data although the data moments are within the limits of the

credibility bands from the model at most horizons.

Table 7 reports the unconditional volatility decomposition of selected variables in the

banking sector and the real economy. The structural disturbances have been loosely clas-
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sified into financial and real-economy shocks, the latter being further disaggregated into

demand-type and supply-type shocks. A striking feature of the variance decomposition

is that financial sector disturbances have little quantitative impact on the real economy

variables such output, inflation, interest rate and aggregate demand.26 In stark contrast,

real-economy disturbances play a more prominent role in explaining the volatility of the

banking sector variables. Financial shocks have little effect on the real economy because

the external bond market is estimated to be very liquid, and because the effect on the

loan rate of a rise in external funding costs is moderated by substitution toward domes-

tic deposit funding and higher deposit spreads. In contrast, real disturbances have a

substantial effect on financial variables. In particular, technology shocks and cost-push

shocks to import and export prices and wages matter for fluctuations in the banking

sector variables. These disturbances contribute more than half the volatility of the retail

deposit and loan interest rates. The marginal utility of consumption is an important

factor driving the household’s decisions to borrow and to save. Interestingly, the bank-

ing sector shocks play a subdued role in determining the dynamics of the retail interest

rates. The SFR and observed stable funding ratio are driven mostly by the exogenous

component of the SFR rule.

26An exception is the funding spread shock which contributes roughly 18% of consumption volatility in
the long run. The spread shock is the most persistent of all the estimated disturbances, and hence plays
a prominent role in the asymptotic variance decomposition presented here. In the short-run impulse
response analysis, we observe that the spread shock generates weaker consumption dynamics than one
standard deviation impulses from other real-economy shocks.
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