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commodity market recently. Evidence from a VAR model shows that CPU shocks have a

larger recessionary impact than other relevant uncertainty shocks such as financial, economic

and trade policy uncertainty. The empirical results are then interpreted in a non-linear multi-

sector DSGE model of the Australian economy by estimating key parameters in the DSGE

model to match its responses to the VAR responses. CPU shocks in the DSGE model, via

foreign commodity export demand with price rigidity, trigger a precautionary response and
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1 Introduction

Commodity prices are becoming more volatile. Despite significant falls during the global fi-

nancial crisis, the past decade has witnessed fluctuations in the prices of many commodities,

fueled by ongoing economic development in Asia, global trade tensions and uncertain global

economic prospects. The size of these price changes has resulted in an unprecedented level of

uncertainty surrounding the commodity market and thus prompts the need for an investigation

of the macroeconomic effects of commodity price uncertainty.

This paper fills the literature gap by providing a comprehensive study on the macroeco-

nomic effects of commodity price uncertainty in a small open economy setting. It does so by

first developing a measure of commodity price uncertainty, then estimating the macroeconomic

effects, and last interpreting the such effects through the lens of a small open economy structural

model. The paper focuses on Australia due to its increasing reliance on commodity exports. In

the past decade, commodity exports have made up more than half of Australia’s total exports

of goods and services. Australia is thus a compelling country to study the possible macroeco-

nomic effects of commodity price uncertainty shocks. The approach in this paper is of course

of interest to other commodity exporting economies.

First, a time-varying commodity price uncertainty index (CPU) is constructed to character-

ize the evolution of uncertainty surrounding the commodity market. The index is computed as

the conditional volatility of the unpredictable component of a number of commodity prices in

a forecasting regression in the spirit of Jurado et al. (2015), and is an extension of the oil price

uncertainty index (OPU) (see Cross et al. (2019) and Nguyen et al. (2019)).1 This approach is

able to account for a large number of commodities. Furthermore, unlike commonly used volatil-

1An earlier study by Dehn (2000) proposes a GARCH-based measure to capture commodity market uncer-

tainty. The literature, however, usually focuses more on oil price uncertainty historically and relies on model-based

measures, for example, the CBOEs Oil Price Volatility index (OVX), GARCH (Elder and Serletis (2010)) or SV

(Jo (2014)).
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ity indicators, this uncertainty definition captures the fact what matters for economic decision

making is not whether the real price of oil has become more or less variable, but rather whether

it has become more or less predictable, i.e. less or more uncertain. The CPU index shows

that Australia has experienced an unprecedented increase in uncertainty from the commodity

market recently.

Second, a VAR model for a small open economy in the tradition of Dungey and Pagan

(2000) is estimated and is incorporated with the measure of commodity price uncertainty pro-

posed in the first step. The small open economy model assumption allows the investigation of

whether an exogenous commodity market uncertainty shock is an important source of business

cycle fluctuations. In this setting, commodity uncertainty is modeled along with a number of

macroeconomic indicators including commodity prices, output, investment, consumption, hours

worked, exports, imports, monetary policy rate, inflation and the real exchange rate. The VAR

evidence reveals that the effects of commodity price uncertainty shocks on economic activity

are recessionary. The recessionary effects are also quantitatively larger than other uncertainty

shocks that might affect the Australian economy such as economic and trade policy uncertainty;

financial uncertainty or U.S. macro uncertainty.

Last, the paper interprets the empirical evidence through the lens of a DSGE model. To

this end, the DSGE model for the Australian economy in the spirit of Rees et al. (2016) is

extended to incorporate commodity price uncertainty. Two key features of this approach are,

first, it clearly distinguishes commodity price shocks and commodity price uncertainty shocks.

Second, uncertainty shocks have a temporary impact on the commodity market and the overall

economy. It is thus different from the work by Kulish and Rees (2017) who document the effect

of a permanent increase in commodity price and commodity volatility in Australia.2 Structural

parameters in the DSGE are then estimated to match the DSGE responses to those of the VAR.

2Other studies, for example, Hansen and Gross (2018) or Jääskelä and Smith (2013) focus exclusively on the

transmission of commodity price shocks in Australia.
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It is found that the DSGE does well in matching the responses of real variables in the VAR.

In the presence of price rigidity, a surprise increase in commodity price uncertainty triggers an

economy-wide precautionary increase in markups and causes a decline in real economic activity.

The transmission mechanism therefore corroborates the insights of Fernández-Villaverde et al.

(2015), who suggest that a fiscal uncertainty shock depresses economic activity by inducing

firms to raise markups.

The main body of this paper belongs to the broad literature which has investigated the

role of uncertainty shock in an open economy context.3 The paper shares some similarities

with Başkaya et al. (2013), Born and Pfeifer (2014), Caldara et al. (2020), Fernández-Villaverde

et al. (2011), Garcıa Cicco et al. (2013), Gómez-González et al. (2013) and Pfeifer et al. (2012).

Among many differences, this paper has two key distinctions with respect to these works, namely,

(i) the nature by which an uncertainty shock is captured in the structural DSGE model; and

(ii) the econometric framework that estimates uncertainty from the data. While this paper

studies uncertainty faced by the commodity exporting sector, Başkaya et al. (2013) focus on

oil uncertainty in an oil importing economy. Born and Pfeifer (2014) and Fernández-Villaverde

et al. (2011) study the macroeconomic effects of world real interest rate uncertainty on Ar-

gentina, Brazil, Ecuador and Venezuela. Gómez-González et al. (2013) and Pfeifer et al. (2012),

in contrast, model terms-of-trade uncertainty which is an aggregate shock. With respect to

Garcıa Cicco et al. (2013), we both consider sector-specific uncertainty shocks in the commod-

ity sector. Garcıa Cicco et al. (2013), however, do not find contractionary responses of economic

activity to higher commodity price uncertainty shocks. Caldara et al. (2020), on the other hand,

focus on trade policy uncertainty in form of uncertainty about tariffs. The results are also cor-

roborated by Baker et al. (2016), Crowley et al. (2018), Davis (2016), Handley (2014), Handley

and Limão (2015), Handley and Limão (2017) or Steinberg (2019) who show the link between

3For recent development in the literature, see Bloom (2014), Castelnuovo et al. (2017), Castelnuovo (2019),

and Fernández-Villaverde and Guerrón-Quintana (2020).
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policy uncertainty, trade and real economic activity.

The remainder of the paper is structured as follows. Section 2 describes the construction of

the uncertainty index for the commodity market. Section 3 reports the VAR evidence. Section

4 presents the DSGE model and the solution. Section 5 discusses the main results. Section 6

concludes.

2 Measuring Commodity Price Uncertainty

This section computes uncertainty in the commodity market by using the one-period-ahead

forecast error variance of commodity prices in a forecasting regression with stochastic volatility.

The 1-period ahead uncertainty CPUt, of commodity price series, cpjt ∈ CPt = (cp1t, . . . , cpNt),

is the conditional volatility of the un-forecastable component. That is:

CPUjt =
√
E [(cpjt+1 − E[cpjt+1|It])2|It] (1)

where the expectation E(.|It) is formed with respect to information available at time t to

economic agents. Uncertainty will thus be higher when today’s expectation of the squared

error in forecasting cpjt+h rises. The proper measurement of uncertainty requires removing the

forecastable component E[cpjt+h|It] before computing conditional volatility. Failure to do so

will lead to estimates that treat forecastable components as uncertainty components. Thus,

uncertainty in a series is not the same as the conditional volatility of the raw series where no

predictive information is taken into account. While this consideration is straightforward, this

matters empirically as shown in Jurado et al. (2015) for the construction of the U.S. macro

uncertainty index, and in Nguyen et al. (2019) or Cross et al. (2019) for the construction of the

oil price uncertainty index.

An index of commodity price uncertainty of interest can be represented by a weighted-

average from a weighting vector, wj , of each individual uncertainty of a given commodity at
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each date t:

CPUt = wjCPUjt (2)

I consider 47 monthly standardised global commodity price series extracted from the IMF

starting from 1994M01 to 2017M06. These individual price series belong to 5 major groups of

commodity: Food, Beverage, Raw Agricultural, Fuel and Metal. To construct the one-period-

ahead commodity price uncertainty index, first, the conditional expectation in Equation (1) is

estimated using by Equation (3) to make sure the forecast error is “purged” of the predictive

content.

cpj,t+1 = Φj(L)cpj,t + Λi(L)Xj,t + uj,t+1ej,t+1 for j = 1, . . . , 47 (3)

where Φj(L) and Λi(L) are lag polynomials where the lag length is determined by AIC, and Xt

is a matrix of predictors which contain additional information that is considered robust in pre-

dicting and explaining commodity prices such as the commodity currency exchange rates, global

economic activity, U.S uncertainty and the comovements in the commodity market.0 Chen et al.

(2010) show that commodity-currency exchange rates including the Australian Dollar, Cana-

dian Dollar, Chilean Peso, New Zealand Dollar and South African Rand can robustly predict

commodity prices. Kilian (2009) explains the fluctuation in the oil price by using the global

economic activity as a proxy of global demand. Joëts et al. (2017) find that U.S uncertainty

can also affect commodity price uncertainty. Excess comovement in the commodity market as

in Pindyck and Rotemberg (1990) is captured by the principal component of commodity prices

for each commodity group. The quadratic terms of the principal component are also included

to capture possible non-linearities of the data.

Following Jurado et al. (2015), the parametric stochastic process is defined as:

log[(uj,t+1)2] = aj + bj log[(ujt)
2] + kjnj,t+1 (4)

where ej,t+1 and nj,t+1 are iid N(0, 1) r.v. The stochastic volatility model allows for a shock

to the second moment that is independent of the first moment, consistent with theoretical
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models of uncertainty. Using its definition, CPU is equal to the square root of the forecast error

variance:

CPUj,t+1 =
√
E[(uj,t+1)2|It]

=

√√√√exp

[
aj + bj log[(uj,t)2] +

k2
j

2

] (5)

where the stochastic volatility parameters aj , bj , kj are obtained from the least square residuals

of the forecasting models using MCMC methods (Kastner, 2016).

Figure 1 plots the commodity uncertainty index for Australia that is constructed by weight-

ing uncertainty in each commodity series by export shares.4 We observe three episodes of high

uncertainty: (i) 2005; (ii) 2009; and (iii) 2015-2016. The first episode of high uncertainty in

2005 can be solely attributed to the high level of uncertainty in the iron ores market.5 The next

two episodes of high uncertainty are common to other commodities that Australia exports. The

second spike happened during the global financial crisis and the last spike could be associated

with China’s slow down in economic growth.

The lower panel of Figure 1 illustrates the role of including predictive information by com-

paring the CPU to an uncertainty estimate based on a potentially-mispecified simple model with

no preditive information (‘No Predictors’).6 It is worth noting that proper measurement of un-

certainty requires removing the forecastable component before computing conditional volatility.

Failure to do so will lead to estimates that treat forecastable components as uncertain com-

ponents. We clearly observe the importance of accounting for additional information that has

predictive power. The estimates of uncertainty are influenced by whether the predictable com-

ponent is removed. The CPU index tends to be much lower compared to the case without

4The index only covers the list of the commodities that is reported in the Australian Department of Foreign

Affairs and Trade (DFAT) Australia’s goods and services by top 25 exports. The IMF commodity dataset,

however, does not cover every commodity export that is covered by DFAT. The share of each exported commodity

is re-weighted as a result. See the Appendix for further detail.
5See the Appendix for the plot of uncertainty for each major commodity that is exported by Australia.
6For the case of ‘No Predictors’, the forecasting regression (Equation (3)) becomes: cpj,t+1 = uj,t+1εj,t+1
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predictors (‘No Predictors’).

Figure 2 compares the CPU index with other established indices that are relevant to eco-

nomic activity in Australia such as the Australian Economic Uncertainty index by Moore (2017),

the Global Economic Policy Uncertainty index by Baker et al. (2016), CBOE volatility index

(VIX) and the U.S. macroeconomic uncertainty index (Jurado et al. (2015)), and the Trade Pol-

icy Uncertainty index (TPU) (Caldara et al. (2020)). It is found that commodity uncertainty is

distinct from other types of uncertainty. This can be seen by the low correlation between CPU

and the domestic level of uncertainty in Australia by Moore (2017) where the correlation is 0.33;

while that with the financial uncertainty (VIX) is 0.14. CPU shares considerable correlation of

0.44 with the Jurado et al. (2015) index and of 0.42 with the Baker et al. (2016) global economic

policy uncertainty. The correlation between the CPU and the TPU is also low, at the value

of 0.14. In summary, this suggests that the CPU index is able to pick up uncertainty events

that are highly relevant to the commodity market. The next section conducts a more formal

comparison based on VAR evidence.

3 VAR Evidence

This section documents some empirical evidence on the impact of commodity price uncertainty

shocks on the Australian economy by employing a medium-scale VAR:

Zt = Φ(L)Zt−1 + εt (6)

where Zt is the set of endogenous variables, Φ is a coefficient matrix, and εt ∼ N(0,Σ) is a

vector of reduced-form residuals.7

7The uncertainty index constructed in the earlier chapter has time varying volatility. However, the VAR model

here features homoskedastic errors. Although the two-step approach employed in this paper is flexible, it may be

somewhat contradictory. A recent paper by Carriero et al. (2018) improves the aforementioned inconsistency by

proposing another approach by which uncertainty and its effect are estimated in a single step within the same

model.
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The system consists of 11 variables: CPt, CPUt, GDPt, Ct, It, Lt, Xt,Mt, πt, Rt, RERt start-

ing from 1994Q3 to 2017Q2, where CPt is the commodity price index, CPUt is the commodity

price uncertainty index, GDPt is real and seasonally adjusted gross domestic product, Ct is

consumption, It is investment, Lt is hours worked, Xt is exports, Mt is imports, πt is inflation,

Rt is the official cash rate, RERt is real exchange rate.8 The VAR includes a constant and a

linear time trend. Data sources are in the Appendix. The lag length, L, is determined by AIC.

VARs are estimated via Bayesian methods with Minnesota priors. The identification of exoge-

nous variations of uncertainty shocks is achieved by the Cholesky decomposition. The measure

of uncertainty is placed second in the system of variables that isolates the effect of changes in

commodity prices in a conservative way; while allowing uncertainty shocks to be exogenous to

the rest of the economy, consistent with the small open economy assumption.

Figure 3 shows the VAR variable responses to a positive one-standard-deviation commodity

uncertainty shock in the VAR with a 95% credible interval. All responses are in per cent,

except for the cash rate and the inflation rate, which are in basis points. We see a significant

and contractionary response of output, investment, and consumption; whilst, the response of

hours worked is economically insignificant. The results show that GDP and consumption fall

by approximately 0.15% at peak. The peak decrease in investment is approximately 0.75%.

The response of hours-worked, however, is found to be insignificant. Exports fall insignificantly

whilst imports falls by 0.6%. The inflation rate and the cash rate also fall by approximately 0.1

percentage points at peak. Last, since CPU is a second-moment shock that doesn’t affect foreign

demand for commodity, the negative wealth effect and precautionary response in the domestic

economy effectively shift the supply curve to the left; thus causing an 0.5% appreciation in the

real exchange rate. The response of the real exchange rate is also consistent with the change in

exports.9

8Variables in logs are also multiplied by 100. A higher real exchange rate is interpreted as a deprecation to

be consistent with the interpretation in the DSGE model.
9In the Appendix, the results are robust to a number of additional sensitivity checks including lag sensitivity;
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To illustrate the distinct effects of commodity price uncertainty shocks, Figure 4 compares

the effects of different types of uncertainty shocks on output, consumption, investment and

hours-worked. The effect of commodity uncertainty shocks on economic activity are larger than

those of other uncertainties as captured by the Moore (2017) uncertainty index for Australia,

the financial uncertainty index VIX, the Baker et al. (2016) global economic policy uncertainty

index, the Jurado et al. (2015) uncertainty index for the U.S, and the trade policy uncertainty

index constructed by Caldara et al. (2020). Whilst commodity uncertainty shocks are found to

have a significant impact on output, consumption and investment; the effects of other uncer-

tainty shocks on these macroeconomic indicators are found to be quite modest. Last, the effects

of all these uncertainty shocks on hours-worked are insignificant.10

4 Multi-Sector DSGE Model

This section presents a business cycle model to provide a structural interpretation of the impact

of commodity uncertainty shocks reported in Section 3. The DSGE model extends the multi-

sector small open economy model in the spirit of Rees et al. (2016) to incorporate the effects

of commodity price uncertainty shocks. The model is a natural environment for the purpose of

this study because it structurally represents the Australian economy and it forms the basis for

policy analysis in Australia.

the removal of commodity price; a different ordering of the variables in the VAR where uncertainty is placed last

and the removal of the time trend.
10The full VAR responses can be found in the Appendix. Only the responses of real economic activity are

presented to improve readability. In summary, the responses of net exports, the inflation rate, the cash rate and

the real exchange rate to all uncertainty shocks are consistent with each other.
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4.1 Household

Households maximise their lifetime utility according to the following preferences which are

separable in consumption, Ct, and hours worked, Lt.

U = E0

∞∑
t=0

βtξt

(
(Ct − hCt−1)1−γ

1− γ
− L1+φ

t

1 + φ

)
(7)

where β is the intertemporal discount rate; h is the parameter that controls habit persistence;

γ and φ are the inverse elasticities of intertemporal substitution and labour supply respectively.

ξt is a preference shock that follows an autoregressive process.

Households have access to incomplete international financial markets for domestic and

foreign bonds. Households supply capital and labour to firms in the non-traded (N), non-

commodity tradable (M) and commodity sector (Z). Households own equity in domestic firms

which provides them with profits. Households use their income from capital, labour and asset

holdings to purchase bonds, consumption goods and investment goods.

The capital stock is sector-specific. The law of motion is given by:

Kj,t+1 = (1− δ)(Kj,t) + Υt

[
1− ΦK

2

(
Ij,t
Ij,t−1

− 1

)2
]
Ij,t (8)

for j = N,M,Z, where δ is the depreciation rate of capital which is common across sectors.

The process of capital accumulation is subject to quadratic adjustment costs that are governed

by the parameter ΦK . Υt is a shock to the marginal efficiency of investment and follows an

autoregressive process.

Households enter each period with Bt−1 units of one-period risk-free bonds dominated in

domestic currency and B∗t−1 units of one-period risk-free bonds dominated in foreign currency.

During the period, households receive wages and returns on capital. The household uses its

income to buy new bonds and capital, and to purchase consumption goods. The variable vt is a

risk premium terms that increases in the real quantity of outstanding foreign debt that is given
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by:

vt = exp

[
−ΦB

(
StB

∗
t

PtYt

)
+ ψt

]
(9)

where ψt is a risk premium shock that follows an autoregressive process.

The household budget constraint is given by:

PtCt + PtIt +Bt + StB
∗
t

≤
∑

j=n,m,z

(Wj,tLj,t +Rj,tKj,t) +Bt−1Rt−1 + StB
∗
t−1R

∗
t−1vt−1 + Γt

(10)

where Pt is the price of the final goods in the economy; St is the nominal exchange rate;

It =
∑

j=N,M,Z Ij,t is aggregate investment; Wj,t and Rj,t are the wage rate and rate of return

on capital in sector j; Γt are aggregate profits from owning firms in the economy.

4.2 The Commodity Sector

There is a continuum of monopolistically-competitive commodity firms that sell differentiated

products. In the domestic market, firms sell their output to a retailer, that transforms the

intermediate products into homogeneous goods to sell to the final good sector. In the foreign

market, firms sell their output to an exporter that transforms into homogeneous goods for sale

in the overseas markets. The transformation of each firm’s intermediate good follows the CES

function: Expenditure minimisation yields the optimal demand for non-traded goods i:

Y k
Z,t =

[∫ 1

0
Y k
Z,t(i)

ε−1
ε di

] ε
ε−1

(11)

The demand functions for each firm’s output in domestic, k = D; and foreign markets,

k = X are:

Y k
Z,t(i) =

(
PZ,t(i)

PZ,t

)−ε
Y k
Z,t (12)

Each firm produces according to the following production function:

YZ,t(i) = zZ,t (KZ,t(i))
αZ (LZ,t(i))

1−αZ (13)

where zZ,t is the sector-specific technology shock that follows an autoregressive process; KZ,t

and LZ,t are capital and labour used by firm i; αZ is the capital share in the commodity sector.
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In each period, a fraction 1− θZ of firms is able to change price optimally by maximising their

discounted profits subject to the demand function following Calvo (1983) pricing mechanism.

The presence of price rigidity departs from the traditional modeling approach in which the

commodity sector is perfectly competitive with flexible prices (see, for example, Garcıa Cicco

et al. (2013), Rees et al. (2016) or Kulish and Rees (2017)). Nominal rigidity in the commodity

sector is in fact crucial to replicate the empirical finding in the previous section. It is motivated

by Basu and Bundick (2017) who show that price rigidity is an important ingredient to replicate

the macroeconomic comovement between output, investment, consumption and hours worked

that we typically observe in the data. In a one-sector model, Basu and Bundick (2017) show

that when price is flexible, higher uncertainty lowers consumption but causes an expansion in

output, investment and hours-worked. The intuition is households work more to save more

when uncertainty is higher. Since higher uncertainty doesn’t affect capital stock today, it would

cause output to be higher from higher labor input and ultimately, higher investment. On

the other hand, under price stickiness, the direction of causality reverses. Higher uncertainty

reduces demand for consumption good, resulting in lower output, investment and hours worked.

Nevertheless, price stickiness in the commodity sector is in fact not an unusual modeling choice.

A survey conducted by Cagliarini et al. (2011) shows ample evidence of price stickiness in the

commodity sector in Australia.

While the domestic demand for commodities is determined by the domestic households and

firms optimality conditions, foreign demand for commodities is given by following Justiniano

and Preston (2010):

Y X
Z,t = ωZ∗

(
P ∗Z,t
P ∗t

)−η∗Z
Y ∗t (14)

In this setup, commodity firms are given an exogenous export price from the rest of the world

that is different from their preset price in their domestic market such that PZ,t 6= StP
∗
Z,t. To

accommodate time-varying uncertainty, it is assumed that the relative export price, T ∗Z,t =
P ∗
Z,t

P ∗
t
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follow an exogenous stochastic volatility process:

log

(
T ∗Z,t
TZ∗

)
= ρPZ log

(
T ∗Z,t−1

TZ∗

)
+ σPZ ,tεPZ ,t (15)

σPZ ,t = (1− ρσPZ )σPZ + ρσPZ σPZ ,t−1 + κPZ εσPZ ,t (16)

Time-varying volatility is incorporated in the form of stochastic volatility as σρZ ,t is not constant.

There are two independent innovations that affect the price component of commodity export

demand, T ∗Z,t. The first innovation, εPZ ,t changes the level of the price by itself. In contrast, the

second innovation, εσPZ ,t is the uncertainty innovation and determines the degree of volatility

but not the level of price. The parameters σPZ and κPZ control the degree of mean volatility

and stochastic volatility respectively.

4.3 The Non-Commodity Tradable Sector

The non-commodity tradable sector consists of a continuum of firms. Similar to the commodity

sector, in the domestic market, firms sell their output to a retailer, that transforms the interme-

diate products into homogeneous goods to sell to the final good sector. In the foreign market,

firms sell their output to an exporter that transforms into homogeneous goods for sale in over-

seas markets. The transformation of each firm’s intermediate good follows the CES function:

Y k
M,t =

[∫ 1

0
Y k
M,t(i)

ε−1
ε di

] ε
ε−1

(17)

for k = D,X; where D is goods that are sold domestically and X denotes goods that are

exported; ε is the substitution elasticity between different non-commodity tradable firms defined

earlier. The demand functions for each firm’s output in domestic, k = D; and foreign markets,

k = X are:

Y k
M,t(i) =

(
PM,t(i)

PM,t

)−ε
Y k
M,t (18)

14



Each firm produces according to the following production function:

YM,t(i) = zM,t(KM,t(i))
αM (LM,t(i))

1−αM (19)

where zM,t is the sector-specific technology shock that follows an autoregressive process; KM,t

and LM,t are capital and labor used by firm i; αM is the capital share in the non-commodity

tradable sector. In each period, a fraction 1 − θM of firms is able to change price optimally

by maximizing their discounted profits subject to the demand function according to the Calvo

(1983) pricing mechanism.

Similar to the commodity sector, the demand curve for non-commodity export is given by:

Y X
M,t = ωM∗

(
P ∗M,t

P ∗t

)−η∗M
Y ∗t (20)

4.4 The Non-Traded Sector

There is a continuum of monopolistically competitive non-traded firms that sell differentiated

products. Expenditure minimization yields the optimal demand for non-traded good i:

YN,t(i) =

(
PN,t(i)

PN,t

)−ε
YN,t (21)

where PN,t =
[∫ 1

0 (PN,t(i))
1−ε di

] 1
1−ε

is the aggregate price index for non-tradable goods. These

firms produce according to a Cobb-Douglas production function:

YN,t(i) = zN,t(KN,t(i))
αN (LN,t(i))

1−αN (22)

where zN,t is the sector-specific technology shock that follows an autoregressive process; KN,t

and LN,t are the quantities of capital and labor used by firm i; αN is capital share in the

production function. Firms face staggered price setting following the Calvo (1983) pricing

mechanism. In each period, only a fraction 1− θN of firms can change prices.
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4.5 The Import Sector

The output of the import sector is an aggregate constructed from a continuum of imported

varieties, which importers import at price StP
∗
t , where St is the nominal exchange rate and P ∗t

is the price in foreign currency. Importing firms then sell them in the domestic market at price

PF,t(i). The demand function for each variety i is:

YF,t(i) =

(
PF,t(i)

PF,t

)−ε
YF,t (23)

Importing firms also face staggered price setting as in Calvo (1983), where only a fraction

1 − θF is able to change prices. The wedge between the world market price of foreign goods

paid by importing firms (StP
∗
t ) and the domestic currency price (PF,t) of these goods paid by

the domestic consumers is the law-of-one-price gap or is also called the real marginal cost of

importing firm:

MCF,t =
StP

∗
t

PF,t
(24)

4.6 The Final Goods Sector

A competitive firm produces final goods by combining composite non-tradable goods, YN,t and

composite tradable goods, YT,t according to the technology:

FGt =

[
(1− ωN )

1
η Y

η−1
η

T,t + ω
1
η

NY
η−1
η

N,t

] η
1−η

(25)

where ωN is the share of non-traded goods in the final domestic goods; and η is the elasticity

of substitution between non-tradable and tradable goods.

The composite of domestically-produced commodities and non-commodity goods, Y D
Z,t and

Y D
M,t; and imported tradable goods, YF,t are produced according to the technology; with substi-

tution elasticity, ν; and ωF is the share of import goods in the tradable goods bundles:

YT,t =

[
(1− ωF − ωZ)

1
ν Y D

M,t

ν−1
ν + ω

1
ν
F Y

ν−1
ν

F,t + ω
1
ν
ZY

D
Z,t

ν−1
ν

] ν
ν−1

(26)
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A representative firm’s profit maximization yields the following demand functions:

Y D
M,t = (1− ωF − ωZ)

(
PM,t

PT,t

)−ν
YT,t (27)

Y D
Z,t = ωZ

(
PZ,t
PT,t

)−ν
YT,t (28)

YF,t = ωF

(
PF,t
PT,t

)−ν
YT,t (29)

The non-traded, domestically-produced traded, YM,t and imported goods, YF,t are all bun-

dles of a continuum of imperfectly substitutes, and ε is the substitution elasticity between firm

i, for j = N,M,F

Yj,t =

(∫ 1

0
Yj,t(i)

ε−1
ε di

) ε
ε−1

(30)

Profit maximisation by the final goods producer implies that the final goods price index is:

Pt =
[
(1− ωN )P 1−η

T,t + ωNP
1−η
N,t

] 1
1−η

(31)

and the price index of the tradable goods is:

PT,t =
[
(1− ωF − ωZ)P 1−ν

M,t + ωFP
1−ν
F,t + ωZP

1−ν
Z,t

] 1
1−ν

(32)

4.7 Monetary Policy

The domestic central bank follows a Taylor rule that responds to inflation, output growth and

the real exchange rate:

log

(
Rt
R

)
= ρR log

(
Rt−1

R

)
+ (1− ρR)

[
φπ log

(
Πt

Π

)
+ φY log

(
Yt
Yt−1

)
+ φQ log

(
Qt
Q

)]
+ εR,t

(33)

The parameter ρR defines the degree of interest rate smoothing. While the response to

inflation, output growth and real interest rate deviations from target are given by φπ, φY and

φQ respectively.
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4.8 Market Clearing

The goods market clearing condition requires that:

DFDt = Ct + It (34)

Yi,t = Y D
i,t + Y X

i,t for i = M,Z (35)

Yi,t =
zi,tK

αi
i,tL

1−αi
i,t

Θi,t
for i = M,N,Z (36)

Equation 34 is the market clearing condition for the domestic final goods. Equation 35

states that all commodity and non-commodity tradable goods must be sold at home or abroad.

Equation 36 represents market clearing conditions in the commodity sector, the non-commodity

tradable sector and non-traded sector respectively. Θj,t, for j = Z,N,M measures the price

dispersion by staggered price setting. By the properties under Calvo pricing:

Θj,t = θj

(
Πχ
j,t−1

Πi,t

)−ε
Θj,t−1 + (1− θj)Π̄−εj,t (37)

Nominal GDP is given by:

NGDPt = PN,tYN,t + PM,tYM,t + PZ,tYZ,t (38)

Real GDP is:

Yt =
PN,t
Pt

YN,t +
PM,t

Pt
YM,t +

PZ,t
Pt

YZ,t (39)

The hours-worked index includes hours allocated to the non-traded, non-resource tradable

and resource sectors,

Lt =
[
L1+φs
N,t + L1+φs

M,t + L1+φs
Z,t

] 1
1+φs (40)

where φs ≥ 0 is the parameter that governs labour mobility across sectors in response to wage

differentials.
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The supply of investment goods is equal to the demand for investment goods across sectors:

It = IN,t + IM,t + IZ,t (41)

In the steady state, price level is not stationary but relative prices are. It is therefore useful

to define the following relative prices:

TN,t =
PN,t
Pt

;TM,t =
PM,t

Pt
;TZ,t =

PZ,t
Pt

;T ∗Z,t =
P ∗Z,t
P ∗t

;TT,t =
PT,t
Pt

;TF,t =
PF,t
Pt

;Qt =
STP

∗
t

Pt
(42)

Aggregate inflation is linked to the tradable inflation and non-tradable inflation according

to:

Πt =
[
(1− ωN ) (ΠT,tTT,t−1)1−η + ωN (ΠN,tTN,t−1)1−η

] 1
1−η

(43)

Tradable inflation is linked to non-commodity tradable inflation and import inflation ac-

cording to:

ΠT,t =

[
(1− ωF − ωZ)

(
ΠM,tTM,t−1

TT,t−1

)1−ν
+ ωZ

(
ΠZ,tTZ,t−1

TT,t−1

)1−ν
+ ωF

(
ΠF,tTF,t−1

TT,t−1

)1−ν
] 1

1−ν

(44)

4.9 Foreign Economy and the Current Account

Following Justiniano and Preston (2010) and Kulish and Rees (2017), foreign demand for do-

mestic non-commodity goods is given by:

Y X
M,t = ωM∗

(
PH,t
StP ∗t

)−η∗
Y ∗t (45)

Net exports in nominal terms are determined by export values from the commodity sector

and the non-commodity tradable sector less import values.

NXt = PM,tY
X
M,t + StP

∗
Z,tY

X
Z,t − StP ∗t YF,t (46)

The current account governs the economy’s net foreign assets over time is given by:

StB
∗
t

R∗t vt
= StB

∗
t−1 +NXt (47)

19



5 Results and Discussion

5.1 Model Solution

The model is solved by using a third order perturbation method because shocks to volatility only

appear and have a direct effect in the third-order terms as discussed by Fernández-Villaverde

et al. (2011). The responses of the economy to uncertainty shocks are those starting from the

risk-adjusted steady state and assuming that all other shocks are equal to zero, which capture

and isolate the economic effects of uncertainty shocks from other shocks. Moreover, since

this is a large model, several parameters are fixed to conventional values to ensure that the first

moment of the model is consistent with the long-run property of the data. Several key structural

parameters are estimated by minimizing the distance between impulse responses generated from

simulations of the DSGE model and those from VAR model to provide a connection. Below is

the discussion of the selection of parameters.

Calibration: The list of calibrated parameters is presented in Table 1. The model is

calibrated to zero inflation state where both domestic inflation and foreign inflation, Π = Π∗ =

1 in the steady state. The household discount rate, β, is 0.989. Together, this implies an

annualized steady state nominal interest rate of 4.5 %.

The capital shares in each sector, αZ , αN , αM are set according to the average values in

national accounts data. The mark-up parameters in all sectors, ε, is set equal to 11 to give a

mark up of 10%. The intersectoral elasticity of final demand, η, is set to 0.8 which is consistent

with the broad literature, for instance, Justiniano and Preston (2010), Kulish and Rees (2017),

or Rees et al. (2016). The willingness of workers to move between sectors, φs, is set to 1. Risk

aversion, γ, is set to 1. The monetary policy rule is set accordingly to the values in Rees et al.

(2016). The interest rate smoothing Taylor rule coefficient, ρR, is 0.86. The feedback coefficient

to inflation, φπ is 1.42; the feedback coefficient to the output gap, φY is 0.05; and the feedback

coefficient to the real exchange rate deviation, φQ is approximately 0 which corroborates earlier
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findings that monetary policy in Australia does not respond directly to exchange rate move-

ments. The inverse of the Frisch labor supply elasticity, φ; the habit persistence parameter, h;

the capital adjustment cost parameter, ΦK ; and the Calvo pricing parameters across all sectors

are however estimated. The parameters governing the exogenous processes are taken from Rees

et al. (2016) except those governing foreign economy processes are taken from Kulish and Rees

(2017) because of the non-standard processes in the former. Those capture commodity price

and commodity price uncertainty processes are estimated (see Equation 15 and 16).

Other parameters are calibrated to match the long-run properties of the data. These in-

clude the depreciation rate, δ; the share of non-traded goods, commodity goods and foreign

goods, ωN , ωZ and ωZ , respectively; the overseas elasticity of substitution for commodity goods

and non-commodity goods, ηZ∗ , ηM∗ ; the elasticity of substitution between foreign goods and

domestic goods, ν; the steady state foreign demand for commodity, Y ∗Z , the constant in the com-

modity and non-commodity export function, ωZ∗ and ωM∗ , respectively; and the steady-state

foreign asset level, b∗.

Table 2 shows the long-run properties of the model versus the averages in the data. The

model is able to capture many important features of the data.

Estimation: The set of estimated structural parameters includes the habit persistence

parameter, h; the inverse of the Frisch labor supply elasticity, φ; the capital adjustment cost

parameter, ΦK ; the Calvo pricing parameters in all sectors, θM , θM , θN , θZ ; the persistence of

commodity price, ρPZ and commodity price uncertainty, ρσZ ; the mean of volatility parameter,

σZ ; and the mean of stochastic volatility, κ. Following Christiano et al. (2005), this set of

parameters is estimated so that it minimizes the DSGE model responses to the VAR model

responses. Formally, the estimator is written as:

V = arg min
Ω

[
ˆIRFh − IRFh(Ω)

]′
W−1

[
ˆIRFh − IRFh(Ω)

]
(48)

where Ω , (h, θ,ΦK , θM , θN , θF , θZ , ρσZ , σZ , κ) is the vector of estimated parameters; ˆIRF is the
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VAR impulse responses of the real economic activity variables including output, consumption,

investment, hours worked, exports and imports to uncertainty shocks;11 IRF (Ω) is the DSGE

model-implied impulse responses; h is IRF horizons; W is the diagonal matrix with equal

weight.12

The estimated parameters are presented in Table 3 with the standard errors reported in

parentheses. The majority of the estimated parameters are within the reported range in the

literature. The habit persistence parameter, h is estimated to be 0.93 to capture the large

degree of inertia in consumption response to uncertainty shocks, and is higher to the estimated

value of 0.77 in Rees et al. (2016). The parameter governing capital adjustment cost is 3.09,

which is larger than the value in Rees et al. (2016) but is higher than the estimated value in an

earlier Australian study by Jääskelä and Nimark (2011). The Calvo pricing parameters for the

all sectors are also consistent with the range of the reported values in Cagliarini et al. (2011)

and Rees et al. (2016). In particular, the estimation shows that the presence of price rigidity

in the commodity sector is a crucial ingredient to match the empirical evidence. The estimated

Calvo parameter is 0.58, and is smaller than the survey-value of 0.75 in Cagliarini et al. (2011).

The inverse of Frisch labor supply elasticity, φ is estimated to be significantly large at the

value of 16.99. This is significantly larger than from the standard value of 2 in the literature

(see, for example, Rees et al. (2016) or Kulish and Rees (2017)). The large parameter value

is necessary to reflect the insignificant and inelastic response of hours worked that we observe

from the VAR.

11Preliminary experiments show that the DSGE impulse responses of nominal interest rate or inflation rate to

an uncertainty shock fail to replicate those of VAR in terms of magnitude. As a result, the estimation chooses

to focus only on minimizing the responses of the real economic activity variables.
12The equally-weighted diagonal matrix, W , is employed because the diagonal matrix with the variances of the

VAR impulse responses along the main diagonal gives too much weight to the near-term IRFs in the matching

procedure (due to much narrower credible intervals) and therefore does not provide a desirable match for the

entire horizons.
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To match the empirical responses, the persistence of the commodity price shock process is

estimated to be 0.62 and is lower than the persistence parameter of 0.77 observed in the empirical

IRFs, or existing estimates that range from 0.81 to 0.94 (for example, Gómez-González et al.

(2013); Hansen and Gross (2018) or Rees et al. (2016)).13 The persistence of uncertainty shock

is, however, larger than what is observed in the empirical model. While the uncertainty shock

in the empirical model dissipates after 4 periods, the uncertainty shock in the DSGE has to

be more persistent. The mean volatility parameter, σZ , and stochastic volatility parameter, κ,

together imply that a 1 standard deviation uncertainty shock causes uncertainty to go up by

around 27%, greater than a 17% increase in the data.

5.2 The Economic Effects of Commodity Price Uncertainty

The DSGE model responses are shown to match the responses of the real economic activity

variables to an identified uncertainty shock in the data as shown in Figure 3. Figure 5 and 6

present the baseline results for the aggregate variables and the sectoral variables respectively.

These figures also include a battery of sensitivity checks with respect to key parameters that

might affect the transmission mechanism including the role of nominal rigidities in the commod-

ity sector, labor supply elasticities, the size of uncertainty shocks, the persistence of uncertainty

shocks, and a modified monetary policy rule.

The uncertainty shock by construction is a second-moment shock such that commodity

prices (Figure 5) and foreign demand for commodity output (Figure 6) are unaffected. In

addition to the precautionary saving motive through reducing households consumption, it is

found that the endogeneous increases in markups channel as discussed in Fernández-Villaverde

et al. (2015) is central to the transmission of commodity price uncertainty shock that reduces

output, consumption and investment. Interestingly, while the literature typically documents

13The VAR evidence shows that in period of 4 quarters, commodity price falls gradually to around 35% of its

peak after its own shock. This observation suggests that if the commodity price shock is approximated by an

AR(1) process as in the DSGE model, then the persistence parameter should be about 0.77 (0.774 ∼ 0.35).
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that an uncertainty shock is associated with a fall in hours worked, the model also shows that

hours worked do not fall and is consistent with the empirical evidence. The DSGE model is

able to account for that by making labor supply inelastic through assigning a large value of the

inverse of Frisch labor supply elasticity. The DSGE model with elastic labor supply with the

inverse of Frisch labor supply elasticity set to the standard value of 2 shows a much larger drop

in hours worked (see Figure 5).

The results show that nominal rigidities and markups are central to the transmission of

commodity price uncertainty shocks. The significant economic effects of commodity price un-

certainty shocks no long exist under flexible prices. Whilst commodity price uncertainty shocks

neither affect commodity price nor foreign demand for commodity export by construction; higher

uncertainty about commodity price leads to higher variance of future desired prices. When ad-

justing prices is costly, wholesale firms in the commodity sector respond to higher commodity

price uncertainty by increasing markups in order to avoid selling at a relatively low price in the

future (see Marginal Cost Z - Figure 6). This precautionary increase in markup is a result of

the fact that wholesale firm’s losses from pricing below the period by period profit maximizing

level are larger than the losses from overpricing. As a result, immediately after an uncertainty

shock, output falls the largest in the commodity sector where the peak decline is approximately

2%. Such a large fall creates a negative wealth effect for the rest of the economy that is followed

by the fall in investment and consumption. There is some sectoral allocation effects to the other

sectors, notably seen by a small increase in production in the non-commodity tradable sector

(see Output M in Figure 6). Output in the non-traded sector (see Output N in Figure 6) falls

significantly less, reflecting a marginally larger impact of the negative wealth effect.

Next, the external sector responses in the DSGE model are consistent with the VAR evi-

dence. Exports fall initially by small amount, mostly driven by an increase in markups in the

non-commodity tradeable sector (See Marginal Cost M - Figure 6) and recover subsequently.

The behavior exports in general and are in line with the response of the real exchange rate. It
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should also be noted that although not explicitly targeted, the response of the real exchange rate

in the DSGE model is also consistent with that of the VAR. Imports show persistent decline,

consistent with the negative wealth effect.

Furthermore, although both inflation and the cash rate fall in the DSGE model, the mag-

nitude is not as large as what is documented in the VAR evidence. This is because whilst

uncertainty depresses domestic demand that lowers prices, higher mark-ups create an opposite

force that result in a minimal change in inflation. It is however shown that by modifying the

Taylor rule that allows the central bank to react to higher uncertainty, CPU shocks can gener-

ate a relatively larger response of inflation and the interest rate, yet still small on the economy.

The intuition is that higher nominal interest rate creates an additional recessionary effect on

the economy. It further dampens aggregate demand and marginal cost. The lower marginal

cost then leads to a fall in inflation.14

Taken together, higher commodity uncertainty creates a negative wealth effect in the country

as seen by the fall in aggregate output and investment by approximately 0.15% and 0.7% at

peak respectively. We also observe a precautionary saving effect as aggregate consumption falls

by more than 0.1% at peak. Hours-worked, on the other hand, is inelastic.

14An alternative Taylor rule that allows the central bank to react to higher uncertainty can produce a de-

flationary effect of uncertainty shocks on the economy, although small. This problem is also encountered in

Fernández-Villaverde et al. (2015). Following their approach, the monetary policy rule is rewritten as:

log

(
Rt
R

)
= ρR log

(
Rt−1

R

)
+ (1 − ρR)

[
φπ log

(
Πt

Π

)
+ φY log

(
Yt
Yt−1

)
+ φQ log

(
Qt
Q

)
+ φU log

(
σZ,t
σZ

)] (49)

where φU is the monetary policy coefficient with respect to higher uncertainty. φU is then set to be 0.01. The

choice of this parameter ensures that the responses of other real economic variables do not change significantly

from the baseline model but it is enough to cause inflation to fall after an uncertainty shock.
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5.3 Model-Based Support for Empirical Identification

A timing restriction is imposed in the VAR analysis to identify CPU shocks. This ordering

assumes that CPU shocks in the VAR model can have an immediate impact on other macroe-

conomic variables in the system, but other shocks do not affect uncertainty on impact. This

section provides an assessment on whether such an empirical identification is supported by the

DSGE model through employing a simulation exercise.

The simulation exercise suggests that the recursive identification strategy can recover the

true macroeconomic effects of CPU shocks. This is done by simulating the data from the DSGE

model for a sample of 100 years (400 observations), which is considered a long and plausible

length for economic analysis.15 The simulated data is then estimated under the same structural

VAR framework in Section 3. Figure 7 compares the model responses to the responses in an

identified VAR with recursive assumption that uses simulated data. Overall, the figure shows

that the VAR empirical strategy is supported by the theoretical model which is illustrated by

the fact that the empirical strategy is able to replicate the true model responses closely.

6 Conclusion

Increasing uncertainty about commodity price is an important issue for a small open economy

that relies on commodity exports. This paper investigates the possible effects of commodity

uncertainty shocks on economic activity and discusses the underlying transmission mechanisms

by using Australia as a case study. First, it proposes a novel measure of commodity price uncer-

tainty that is typically faced by Australian commodity exporters. It shows that Australia has

155000 observations are actually simulated. The first 1000 observations are dropped to eliminate any initial

condition effects. The next 400 observations are kept and estimated; then contrasted to the estimation of 4000

observations to check whether there is any estimation gains that can be attained as the sample size becomes

significantly larger. Nevertheless, the Appendix shows that the results are affected by the initial condition effects

but not by the sample size.
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experienced several episodes of heightened commodity uncertainty in the past and uncertainty

has become much more volatile recently. The empirical evidence shows the significant effect of

commodity price uncertainty shocks on real economic activity. The transmission of commodity

price uncertainty is then studied through the lens of a non-linear DSGE model with multiple

production sectors. It is found that the effects of commodity price uncertainty shocks in the

theoretical model are in line with the empirical evidence. The DSGE framework emphasizes the

role of nominal rigidity as a key ingredient in the transmission of commodity price uncertainty

shocks.
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Table 1: Calibrated Parameters

Parameter Value Description

Technology and Policy

R 1.011 steady state nominal interest rate

R∗ 1.011 steady state nominal foreign interest rate

Π 1 steady state inflation rate

Π∗ 1 steady state foreign inflation rate

δ 0.009 depreciation rate

ΦK 1 capital adjustment cost

B∗

P∗ 0.09 steady state foreign debt

ρR 0.8 interest smoothing coefficient

φΠ 1.5 feedback coefficient to inflation

φY 0.35 feedback coefficient to output growth

φQ 0 feedback coefficient to real exchange rate

Household

β 0.989 discount factor

φs 1 intersectorla elasticity labour supply

γ 1 risk aversion

ν 0.52 intersectoral elasticity of subsitution in tradable goods bundle

ε 11 Markups in all sectors

η 0.8 intersectoral elasticity of subsitution in exports

η∗Z 1.1 elasticty between and domestic and foreign goods (sector Z)

η∗ 1.1 elasticty between and domestic and foreign goods (sector M)

Non-traded Sector (N)

αN 0.3 share of capital

ωN 0.617 weights of N goods in domestic demand

Commodity Sector (Z)

αZ 0.7 share of capital

ωZ 0.14 weights of Z goods in tradable goods bundle

ωZ∗ 1.6 governs share of Z goods

y∗Z 0.83 governs share of Z goods

Non-commodity Sector (M)

αM 0.4 share of capital

ωM∗ 1.817 governs share of M goods

Continue on the next page
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Table 1: Calibrated Parameters

Parameter Value Description

Import Sector (F)

ωF 0.621 weights of F goods in tradable goods bundle

Structural Shocks

ρR∗ 0.98 autocorrelation foreign interest rate shock

ρΠ∗ 0.52 autocorrelation foreign inflation shock

ρY ∗ 0.65 autocorrelation foreign output shock

σR∗ 0.001 standard deviation foreign interest rate shock

σΠ∗ 0.002 standard deviation foreign inflation shock

σY ∗ 0.002 standard deviation foreign output shock

ρψ 0.87 autocorrelation risk premium shock

σψ 0.005 standard deviation risk premium shock

ρξ 0.76 autocorrelation preference shock

σξ 0.015 standard deviation preference shock

ρΥ 0.035 autocorrelation investment shock

σΥ 0.066 standard deviation investment shock

ρzM 0.93 autocorrelation technology shock M sector

ρzN 0.99 autocorrelation technology shock N sector

ρzZ 0.83 autocorrelation technology shock Z sector

σzM 0.02 standard deviation technology shock M sector

σzN 0.011 standard deviation technology shock N sector

σzZ 0.065 standard deviation technology shock
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Table 2: Steady State Properties of the Model

Expenditure (percent of GDP) Data(1994-2017) Model

Consumption 0.75 0.76

Private investment 0.26 0.27

Exports 0.22 0.23

Imports 0.23 0.24

Production (percent of GVA)

Non-tradable 0.66 0.66

Other tradable 0.22 0.22

Mining 0.12 0.10

Trade (percent of export)

Resource exports 0.44 0.44

Other 0.56 0.56

Employment (percent of total employment)

Non-tradable 0.64 0.62

Other tradable 0.27 0.27

Mining 0.09 0.11
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Table 3: Estimated Parameters

Parameter Value Description

h 0.93 (0.024) habit persistence

φ 16.99 (2.378) labour supply elasticity

ΦK 3.09 (0.226) investment adjustment cost

θN 0.92 (0.016) Calvo parameter Non-Traded Sector (N)

θM 0.66 (0.45) Calvo parameter Non-Commodity Tradable Sector (M)

θF 0.95 (0.02) Calvo parameter Import Sector (F)

θZ 0.58 (0.133) Calvo parameter Commodity Sector (Z)

ρσP
0.62 (0.043) persistence of commodity price shock process

ρσPZ
0.93 (0.037) persistence of volatility shock process

σPZ
0.02 (0.005) degree of mean volatility

κ 0.13 (0.1) degree of stochastic volatlity

Notes: This table reports the estimated parameters in Section 5 along with the standard errors in

parentheses.
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Figure 1: Commodity Price Uncertainty Index for Australia (CPU)

Notes: This monthly index plots the level of commodity uncertainty for Australia described in Section

2.
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Figure 2: Correlation with Alternative Measures of Uncertainty

Notes: This monthly index compares the commodity price uncertainty index for Australia with a number of

uncertainty indicies in the literature namely, the Economic Uncertainty Index for Australia constructed by Moore

(2017); the Global Economic Policy Uncertainty index constructed by Baker et al. (2016), the CBOE Volatility

Index (VIX), the Macroeconomic Uncertainty Index for the U.S constructed by Jurado et al. (2015) and the

Trade Policy Uncertainty Index constructed by Caldara et al. (2020). All series are normalized to have means of

zero and standard deviations of one.
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Figure 3: IRFs to a One-Standard Deviation Innovation CPU Shock

Notes: This figure shows the impulse response functions according to the VAR specification in Section 3. This

also plots the DSGE model responses in Section 4. The dashed lines plot the 95% credible intervals.
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Figure 4: IRFs to a One-Standard Deviation Innovation CPU Shock - a Comparison

Notes: This figure shows the impulse response functions according to the VAR specification in Section 3 of

CPU versus the Moore (2017) uncertainty index for Australia, the VIX, the Baker et al. (2016) global economic

policy uncertainty index, the Jurado et al. (2015) macroeconomic uncertainty index for the U.S, and the trade

policy uncertainty index (Caldara et al. (2020)). The dashed lines plot the 95% credible intervals.
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Figure 5: Aggregate Variables’ Responses to a CPU shock

Notes: Each IRF is measured in terms of the percentage deviation from its steady state value. The

shock is a one standard deviation increase in commodity price uncertainty.
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Figure 6: Sectoral Variables’ Responses to a CPU Shock

Notes: Each IRF is measured in terms of the percentage deviation from its steady state value. The

shock is a one standard deviation increase in commodity price uncertainty.
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Figure 7: Structural VAR with Simulated Data from the DSGE Model
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Appendix for “The Macroeconomic Effects of Commodity Price

Uncertainty” by Trung Duc Tran

NOT FOR PUBLICATION

Data Sources and Definitions

GDP: Gross domestic product: Chain volume measures. Source: ABS Cat. 5206.0

Australian National Accounts: National Income, Expenditure and Product. Table 1.

Key National Accounts Aggregates.

Consumption: Households; Final consumption expenditure. Source: ABS Cat.

5206.0 Australian National Accounts: National Income, Expenditure and Product. Table

2. Expenditure on Gross Domestic Product (GDP), Chain volume measures.

Investment: Private; Gross fixed capital formation. Source: ABS Cat. 5206.0

Australian National Accounts: National Income, Expenditure and Product. Table 2.

Expenditure on Gross Domestic Product (GDP), Chain volume measures.

Export, Import: Exports of goods and services;Imports of goods and services.

Source: ABS Cat. 5206.0 Australian National Accounts: National Income, Expendi-

ture and Product. Table 2. Expenditure on Gross Domestic Product (GDP), Chain

volume measures.

Sector definition: This paper follows Rayner et al. (2013) to consider the broad

measure of the commodity sector that includes both direct activity in the commodity

sector and commodity-related activity in other sectors. Non-traded sector includes the

electricity, gas, water and waste industry, the construction industry, the retail trade indus-

try, the information, media and telecommunications industry, the finance and insurance

industry, the real estate industry, the professional services industry, the administrative

services industry, the public administration industry, the education industry, the health-

care industry, the arts and recreation industry, the other services industry and ownership

of dwellings. Non-commmodity sector includes the agriculture, forestry and fishing in-

dustry (excluding agriculture), the manufacturing industry, the transport industry, the

wholesale trade industry, and the accommodation and food services industry.

Value-added: Commodity sector, non-commodity sector and non-traded sector value

added. Source: ABS Cat. 5206.0 Australian National Accounts: National Income, Ex-
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penditure and Product Table 6. Gross Value Added by Industry, Chain volume measures

Employment: Source: ABS Cat. 6291.0.55.003 Labour Force, Australia, Detailed,

Quarterly. Table 04. Employed persons by Industry division of main job (ANZSIC) -

Trend, Seasonally adjusted, and Original

Hours worked: Quarterly hours worked in all jobs. Source: ABS Cat. 6202.0

Labour Force, Australia. Table 21. Quarterly hours worked in all jobs by Market and

Non-market sector - Seasonally adjusted

Cash rate: Quarterly average interbank overnight cash rate. Source: RBA Statistical

Table F1.1 Interest Rates and Yields – Money Market.

Real exchange rate: Real trade-weighted exchange rate index. Source: RBA Sta-

tistical Table F15 Real Exchange Rate Measures.

Commodity export: Resource export volumes, seasonally adjusted and in chain

volume terms. Source: RBA Statistical Table I1 International Trade and Balance of

Payments

Non-commodity export: Non-resource export volumes are calculated as the differ-

ence between total export volumes and resource export volumes, with all data in season-

ally adjusted and chain volume terms. Source: RBA Statistical Table I1 International

Trade and Balance of Payments

Commodity export as percentage of total commodity export: This is calcu-

lated by selecting the commodities that are in the Top 25 Australian exports of goods

and services. Gold and meats (excluding beef) are not included as the IMF Commodity

Price does not have them. Source: DFAT Australia’s goods and services by top 25 export

The Construction of the CPU Index

Price Uncertainty for Each Major Commodity Exported by Aus-

tralia

Base metal and fuel make up a large proportion of total commodity exports in Australia

as seen in Table A1. Iron ores and coal together are accountable for more than 60% of

total commodity export value. Figure A1 plots rice uncertainty for each major commodity

that is exported by Australia.
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Examining the Role of Different Predictive Equation Specifica-

tions in Capturing Uncertainty

The forecasting equation in the paper is chosen due to the advantage of its having direct

interpretation from each of the predictors. Instead of doing that, the set of predictors

could be postulated by estimating an optimal number of principle components for all

predictors according to the Bai and Ng (2002) criterion as in Jurado et al. (2015). Figure

A2 compares the uncertainty plot for each group of commodity with the different predic-

tive equation specification. I find that the results are consistent across different equation

specifications.

Examining the Role of Different Weighting Approach

Instead of weighting individual uncertainty by using the export shares as in the baseline

case, we can also:

1. Equally weight each individual series

2. Construct a common factor for each group of commodity uncertainty as the first

principle component as in Jurado et al. (2015).

The results are quite consistent across different weighting methods as shown in Figure

A3

Addtional VAR results

Robustness Checks

The results are robust to a number of additional sensitivity checks including lag sensi-

tivity; the removal of commodity price; a different ordering of the variables in the VAR

where uncertainty is placed last; the removal of the time trend. The robustness checks

can be found in A4.

The Effects of Different Types of Uncertainty shocks

Figure A5 compares the effects of different types of uncertainty shocks on output, con-

sumption, investment, hours-worked, exports, imports, the inflation rate, the cash rate

3



and the real exchange rate.

Addtional DSGE results

Robustness Checks of the Model-Based Support for Empirical

Identification

A timing restriction is imposed in the VAR analysis to identify CPU shocks. This order-

ing assumes that CPU shocks in the VAR model can have an immediate impact on other

macroeconomic variables in the system, but other shocks do not affect uncertainty on

impact. This section provides an assessment on whether such an empirical identification

is supported by the DSGE model through employing a simulation exercise. 5000 obser-

vations are actually simulated. The first 1000 observations are dropped to eliminate any

initial condition effects. The next 400 observations are kept and estimated; then con-

trasted to the estimation of 4000 observations to check whether there is any estimation

gains that can be attained as the sample size becomes significantly larger. Figure A6

shows that the results are affected by the initial condition effects but not by the sample

size.
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Table A1: Top Australian Commodity Exports as Percentage of Total Commodity Ex-

ports

2012 2013 2014 2015 2016 2017 Avg: 2012-2017

Iron ores 0.36 0.42 0.39 0.34 0.35 0.34 0.37

Coal 0.27 0.24 0.23 0.25 0.28 0.30 0.26

Natural gas 0.09 0.09 0.11 0.11 0.12 0.14 0.11

Aluminum 0.06 0.06 0.06 0.08 0.06 0.06 0.06

Beef 0.03 0.03 0.05 0.06 0.05 0.04 0.04

Wheat 0.04 0.04 0.04 0.04 0.03 0.03 0.04

Crude petroleum 0.07 0.05 0.06 0.04 0.03 0.03 0.05

Copper 0.06 0.05 0.05 0.06 0.05 0.04 0.05

Wool 0.02 0.02 0.01 0.02 0.02 0.02 0.02

Notes: This table separates commodity exports from Australia’s Top 25 goods and services

exports.
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Figure A1: Uncertainty for Each Major Commodity Exported by Australia

Notes: This monthly index plots the level of price uncertainty for a number of commodity

series. These commodity series actually make up the final commodity price uncertainty index

for Australia.

6



1996 1998 2000 2002 2004 2006 2008 2010 2012 2014 2016
0.4

0.6

0.8

1

1.2

1.4

1.6

1.8

2

2.2
Correlation= 0.993

Baseline
JLN spec

Figure A2: Commodity Price Uncertainty for Australia: Different Predictive Equation

Specification
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Figure A3: Commodity Price Uncertainty for Australia: Comparing to Average Uncer-

tainty and Principle Component Uncertainty

Notes: This monthly index compares the baseline commodity price uncertainty index for Aus-

tralia to the alternatives according to the method outlined in the Appendix.

8



5 10 15 20
-2

0

2

P
er

ce
nt

Price

5 10 15 20
0

10

20

P
er

ce
nt

Uncertainty

5 10 15 20

-0.2

-0.1

0

P
er

ce
nt

Output

5 10 15 20

-0.2

0

P
er

ce
nt

Consumption

5 10 15 20

-1

-0.5

0

P
er

ce
nt

Investment

5 10 15 20
-0.1

-0.05

0

P
er

ce
nt

Hours

5 10 15 20

-0.4

-0.2

0

0.2

P
er

ce
nt

Exports

5 10 15 20
-1

-0.5

0

P
er

ce
nt

Imports

5 10 15 20
-0.1

0

0.1
P

er
ce

nt
 P

ts
Inflation

5 10 15 20
-0.1

-0.05

0

P
er

ce
nt

 P
ts

Interest Rate

5 10 15 20
-1

-0.5

0

0.5

P
er

ce
nt

Real Exchange Rate

Baseline
No Time Trend
Lag=3
Lag=5
Unc Last
No Price

Figure A4: Robustness: IRFs to a One-Standard Deviation Innovation CPU Shock

Notes: This figure shows the impulse response functions according to the VAR specification

along with several robustness checks including, a 3-lag VAR and a 4-lag VAR, a VAR without

a linear time trend, a different ordering where uncertainty is placed last, and the removal of

commodity prices from the VAR. The credible interval is ± 95%.
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Figure A5: Robustness: IRFs to a One-Standard Deviation Innovation CPU Shock - a

Comparison

Notes: This figure shows the impulse response functions according to the VAR specification

of CPU versus Moore (2017) uncertainty index for Australia, the VIX, the Baker et al. (2016)

global economic policy uncertainty index, the Jurado et al. (2015) macroeconomic uncertainty

index for the U.S, and the trade policy uncertainty index (Caldara et al. (2020)). The dashed

lines plot the 95% credible intervals.
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Figure A6: Robustness: Structural VAR with Simulated Data from the DSGE Model
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