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1 Introduction

Motivation. How to identify the business cycle effects of monetary policy shocks? This question
has often been addressed by estimating vector autoregressive models and imposing identification
restrictions to recover the structural impulse response of real activity to an unexpected policy
rate change. The seminal contribution by Sims (1980) popularized zero restrictions that imply
a recursive representation of the economy characterized by "slow-moving" variables (variables
that are assumed to not respond to policy shocks within a given period, e.g., inflation and
output) and "fast-moving" variables (that are allowed to react on impact, i.e., asset prices).
While convenient, this representation has been criticized because of its frequent association with
"puzzling" responses of key variables (e.g., the increase in inflation following an unexpected policy
tightening, see Eichenbaum (1992)) and its inconsistency with the micro-founded frameworks
that do not feature such timing restrictions (e.g., Woodford (2003), Galí (2015)).

Faust (1998), Canova and de Nicoló (2002), Canova and Pina (2005), and Uhlig (2005)
propose to depart from zero restrictions and impose instead uncontroversial sign restrictions
on relevant conditional moments (e.g., impulse responses) that provide enough information to
pin down the macroeconomic response to monetary policy shocks. Unfortunately, however, sign
restrictions have been shown to fail to correctly identify the real effects of monetary policy shocks
in the context of Monte Carlo exercises with reasonably calibrated data-generating processes such
as small and medium-scale dynamic stochastic general equilibrium frameworks (Wolf (2020,
2023)). Two effective refinements of impulse responses-related sign restrictions have recently
been put forth. On the one hand, Antolín-Díaz and Rubio-Ramírez (2018) propose to fix this
issue by adding narrative sign restrictions to sharpen the identification of the macroeconomic
effects of monetary policy shocks otherwise estimated with sign restriction only. Narrative sign
restrictions are constraints imposed on the sign of monetary policy shocks and their contribution
to the unexpected change – or the historical decomposition – of the policy rate in selected
dates that characterize the history of the US economy, e.g., the large monetary policy tightening
implemented by the Federal Reserve in October 1979. Working with Uhlig’s (2005) dataset,
Antolín-Díaz and Rubio-Ramírez (2018) show that narrative sign restrictions lead to a larger
and more precise estimation of the output effects of monetary policy shocks. On the other hand,
Arias, Caldara, and Rubio-Ramírez (2019) propose to work with policy coefficient restrictions,
which are restrictions on the systematic contemporaneous response of the policy rate to selected
macroeconomic indicators - e.g., inflation and output - on top of sign restrictions on impulse
responses. This is done to ensure that the set-identified models (also) meet economists’ beliefs on
the systematic monetary policy conduct by the Federal Reserve (see e.g. Taylor (1993)). Similarly

2



to Antolín-Díaz and Rubio-Ramírez (2018), Arias, Caldara, and Rubio-Ramírez (2019) show that
policy coefficient restrictions lead to a sharper estimation of the real effects of monetary policy
shocks. While being potentially complementary, narrative restrictions and policy coefficient
restrictions have de facto been considered as substitutes by the profession.

Contribution and findings. Our contribution to the existing literature is threefold.
First, we make extensive use of Monte Carlo simulations to compare the relative ability

of sign, narrative, and policy coefficient restrictions to pin down the true response of output
to a monetary policy shock.1 Our main Monte Carlo-related findings are the following: (i)
narrative restrictions substantially improve the performance of the estimator of the impulse
response of output to a monetary policy shock with respect to an approach solely based on sign
restrictions; (ii) policy coefficient restrictions work in favor of further sharpening the estimated
response of output when added to narrative and sign restrictions. This second result points to the
complementary (as opposed to substitutability) of narrative and policy coefficient restrictions.
To the best of our knowledge, our contribution is the first to assess narrative restrictions à la
Antolín-Díaz and Rubio-Ramírez (2018) with a Monte Carlo exercise. Moreover, we complement
the analysis of Wolf (2020), who document the good performance of policy coefficient restrictions
à la Arias, Caldara, and Rubio-Ramírez (2019) in a Monte Carlo setting, by showing that
such restrictions contribute to sharpen the identification of monetary policy shocks even when
narrative restrictions are already in place.

Our second contribution is empirical. Working with sign and narrative restrictions, we first
replicate the empirical findings put forth by Antolín-Díaz and Rubio-Ramírez (2018), who show
that the wide model and statistical uncertainty surrounding the response of output documented in
Uhlig (2005) on the basis of sign restrictions only is substantially reduced when adding narrative
restrictions. Then, we document the marginal contribution of policy coefficient restrictions à la
Arias, Caldara, and Rubio-Ramírez (2019), which we add to those imposed by Antolín-Díaz and
Rubio-Ramírez (2018). We find policy coefficient restrictions to: (i) shift the median response of
output downward, e.g., real GDP’s peak response within a year after a 25 basis points unexpected
jump in the policy rate is estimated to be about -0.1% vs. the -0.06% one gets when working
without imposing policy coefficient restrictions; (ii) reduce the uncertainty surrounding the short-
run response of real activity. The model and statistical uncertainty surrounding the response of

1 In this study, we will consider the narrative restrictions à la Antolín-Díaz and Rubio-Ramírez (2018), which
are restrictions on the sign or the contribution of a given shock to the unexpected change – or historical de-
composition – of a given variable in a given date. An alternative way to impose narrative restrictions is the
"narrative-proxy" one, which casts the information about sign of the shock in selected dates as a discrete-valued
proxy that enables the researcher to achieve point-identification. For a comparison between these two approaches,
see Giacomini, Kitagawa, and Read (2022) and Plagborg-Møller (2022).
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output points to a significantly negative response of real activity already after six months, while
the same response becomes significant only after one year when not considering policy coefficients
restrictions; (iii) imply a counterfactual path of the federal funds rate driven only by monetary
policy shocks that is comparable to that one can obtain by alternatively imposing a narrative
sign restriction for the Volcker disinflation episode in October 1979 as done by Antolín-Díaz and
Rubio-Ramírez (2018).

The output response to a monetary policy shock differs markedly across the three identifi-
cation strategies under consideration because each strategy implies a distinct estimate of the
systematic monetary policy response to output fluctuations. We demonstrate this by formally
deriving the mapping between the systematic policy response to output and the contempora-
neous output response to a monetary policy shock. The intuition behind the link between the
systematic policy response to output and the response of output to an unexpected change in
the policy rate can be understood as follows. Consider, for simplicity, a bivariate framework
including only output and the policy rate. In the data we use, the correlation between the (VAR
residual) components of output and the federal funds rate is positive. Uhlig’s (2005) identifi-
cation strategy implies a negative systematic response of the policy rate to output fluctuations.
This means that output shocks generate a negative correlation between the policy rate and out-
put, which monetary policy shocks must offset to reproduce the positive correlation observed in
the data. Consequently, the impulse response of output to a monetary policy shock must be pos-
itive. Imposing narrative restrictions à la Antolín-Díaz and Rubio-Ramírez (2018) substantially
improves the situation, as the estimated systematic policy response to output becomes close to
zero. Still, monetary policy shocks need to account for the positive correlation between output
and the policy rate observed in the data. When policy coefficient restrictions are finally added,
the picture improves substantially: a positive policy reaction to output helps reproduce the pos-
itive output–policy rate correlation in the data and, in turn, “opens the door” to the possibility
of a negative conditional correlation between these two variables generated by monetary policy
shocks.

The implications of these three different identification strategies go beyond the output effects
of unexpected monetary policy interventions. We show that the estimates of the Phillips multi-
plier - computed as the ratio between the average response of inflation and that of real activity
as in Barnichon and Mesters (2021) - can vary from negative (with sign restrictions on impulse
responses only) to unstable (adding narrative restrictions) to stable and precisely estimated (with
the combination of narrative and policy coefficient restrictions). Hence, the combination of nar-
rative and policy coefficient restrictions is useful to obtain more precise and robust estimates of
the inflation-output policy trade-off.
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Third, we show that the combination of narrative and policy coefficient restrictions impor-
tantly sharpens the macroeconomic effects of monetary policy shocks even when working with
Euro area data. As a reference, we consider the contribution by Badinger and Shiman (2023).
They identify monetary policy shocks by working with narrative restrictions related to four dates
(October and November of the years of 2008 and 2011) that saw financial markets surprised the
most by policy decisions by the European Central Bank. Their VAR points to textbook effects
of an unexpected increase in the policy rate. However, their monthly VAR analysis points to
an uncertain contemporaneous response of the corporate bond spread after a policy rate hike.
Differently, when combining their narrative sign restrictions with a policy coefficient restriction
on the systematic policy response to the corporate bond spread (a restriction that requires a
policy easing after an increase in credit stress), we document a largely positive, more precisely
estimated contemporaneous increase in such a spread, which is more in line with a rapid response
of financial markets to monetary policy impulses.

Structure of the paper. Section 2 draws connections with the literature. Section 3 con-
ducts the Monte Carlo experiment to document the ability of sign, narrative, and policy coef-
ficient restrictions to recover the true response of output to a monetary policy shock. Section
4 deals with the empirical exercise based on US data and provides some intuition on why pol-
icy coefficient restrictions are relevant in this context. Section 5 focuses on the Euro area data
analysis. Section 6 concludes.

2 Connections with the literature

Uhlig (2005) proposes to work with restrictions imposed on the signs of the impulse responses
of selected variables in his VAR to identify a monetary policy shock without appealing to zero
restrictions. He finds extremely uncertain output effects of monetary policy shocks. Antolín-
Díaz and Rubio-Ramírez (2018) and Arias, Caldara, and Rubio-Ramírez (2019) propose cleverly
designed refinements to the sign restriction-only approach by Uhlig (2005) by putting forth the
idea of working with narrative restrictions (the former paper) and policy coefficient restrictions
(the latter).2 Andrade, Ferroni, and Melosi (2023) employ inequality restrictions on higher-order
moments of the distribution of structural shocks (such as skewness) to sharpen the identification
of monetary policy shocks that are otherwise identified using standard sign restrictions on impulse
responses. In a simulated setting, they show that these higher-order restrictions successfully

2 In the context of the analysis of the oil market, Kilian and Murphy (2012) also stress the importance of
combining sign restrictions on both impulse responses and structural parameters, with the latter restrictions being
justified by the idea of obtaining elasticities in line with conventional wisdom.
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recover the true response of real activity to monetary policy shocks. Using data for the United
States and the Euro area, they document a large and significant output response when imposing
higher-order moment restrictions in the former case, and significant effects following shocks to
government bond spreads in the latter. Differently, we combine already existing identification
strategies and demonstrate that narrative and policy coefficient restrictions are not mutually
exclusive but, in fact, should be used jointly to achieve a more robust identification of monetary
policy shocks.

Empirically, our exercise conducted with the dataset provided by Uhlig (2005) confirms that
the output response to a monetary policy shock is intimately related to the way in which an
econometrician implicitly or explicitly models the systematic component of monetary policy.
This point confirms previous intuitions and applications linking unexpected and systematic pol-
icy components (see Leeper, Sims, and Zha (1996), Leeper and Zha (2003), Sims and Zha (2006),
Caldara and Kamps (2017), Caldara and Herbst (2019), and Arias, Caldara, and Rubio-Ramírez
(2019)). Wolf (2020, 2023) offers simulation-based evidence in favor of policy coefficient re-
strictions as a more effective way to recover the true impulse responses to a monetary policy
shock than zero restrictions or sign restrictions à la Uhlig (2005). Our paper complements his
contributions by showing that: (i) narrative restrictions (not dealt with by Wolf (2020, 2023))
add substantial identification power to standard sign restrictions; (ii) policy coefficient restric-
tions can add relevant information to sign and narrative restrictions for the identification of the
real effects of monetary policy shocks; (iii) policy coefficient restrictions can importantly affect
empirical analysis conducted with US and Euro area data.

A different strand of the literature has developed instruments to pin down exogenous changes
in monetary policy and their macroeconomic effects (see, among others, Romer and Romer
(2004), Faust, Swanson, and Wright (2004), Gürkaynak, Sack, and Swanson (2005), Stock
and Watson (2012), Gertler and Karadi (2015), Swanson (2021), Jarociński and Karadi (2020),
Miranda-Agrippino and Ricco (2021), Swanson and Jayawickrema (2023), Bauer and Swanson
(2023), Swanson (2023), Aruoba and Drechsel (2024)). Braun and Brüggemann (2023) propose
combining sign restrictions with instruments to sharpen the identification of macroeconomic
shocks (among which, monetary policy shocks). In the presence of a valid instrument, proxy-
SVARs represent powerful tools to establish empirical facts on the macroeconomic impact of
monetary policy shocks (Wolf (2020, 2023)). We see our combination of sign, narrative, and
policy coefficient restrictions as an interesting alternative because: (i) it does not depend on the
way a proxy is constructed, which is important because inference conducted with different instru-
ments may lead to heterogeneous indications on the role of monetary policy shocks (Brennan,
Jacobson, Matthes, and Walker (2024)); (ii) it naturally deals with the separation of monetary
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policy shocks and information shocks via the imposition of a negative conditional correlation
between the policy rate and inflation to a monetary policy shock that is associated with the
former but not with the latter (see, e.g., Jarociński and Karadi (2020), Miranda-Agrippino and
Ricco (2021)). Finally, Carriero, Marcellino, and Tornese (2024) propose a novel algorithm to
combine different types of restrictions (sign, narrative) and instruments for the identification
of monetary policy shocks while accounting also for heteroskedasticity. With respect to them,
we: (i) conduct a Monte Carlo exercise with a medium-scale model (the Smets and Wouters
(2007) one) to assess different combinations of set identification restrictions with a focus on the
marginal contribution of policy coefficient restrictions when an econometrician adds them to sign
and narrative constraints; (ii) work with US data and show that policy coefficient restrictions à
la Arias, Caldara, and Rubio-Ramírez (2019) induce a larger and more precise response of output
to a monetary policy shock when added to those employed by Antolín-Díaz and Rubio-Ramírez
(2018); (iii) show that policy coefficient restrictions, combined with narrative restrictions, imply
an estimate of the Phillips multiplier à la Barnichon and Mesters (2021) that is more stable
and precise over horizons; (iv) conduct an empirical exercise with Euro area data and show that
policy coefficient restrictions can help an econometrician better estimate the response of the
corporate bond spread to a monetary policy shock.

3 Monte Carlo simulations

We conduct Monte Carlo simulations to assess the relative ability of sign, narrative, and policy
coefficient restrictions to pin down the true response of output to a monetary policy shock. Fol-
lowing Wolf (2020), we work with the Smets and Wouters (2007) model as our data-generating
process. We simulate 100 datasets of 200 observations (50 years of quarterly data, which ap-
proximates the post-WWII sample often used in empirical analysis) and 100 datasets of 500
observations (to simulate a longer sample available to the econometrician when working with
monthly data). The simulated data we consider are: real output y, inflation π, nominal interest
rate r, hours worked h, and investment inv. Wolf (2020) considers these five variables in his
Monte Carlo exercise and shows that a VAR model can, in principle, recover the true response
of output to a monetary policy shock (even if the Smets and Wouters (2007) model is non-
invertible).3 Differently from Wolf (2020), who works "in population" (i.e., he considers a large

3Wolf (2020) finds a R2 = 0.93 when regressing the series of the true monetary policy shocks on current values
and infinitely many lags of the five selected macro variables in the VAR. We compute the R2 for each one of
our 100 simulations (both in the case of 200 observations and in the one of 500) and verify that, on average, its
value is in line with the one documented by Wolf (2020). Note that our regressions feature only four lags. This is
consistent with Wolf (2020) (Figure B.1 of his Appendix), who shows that a VAR that is parsimonious in terms
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sample of 5,000 observations), we consider finite samples to understand how a small number of
narrative sign restrictions can sharpen the identification of monetary policy shocks. For each
simulated sample, we estimate a VAR with four lags and identify the output effects of monetary
policy shocks with one of the strategies presented below.

VAR. Following Antolín-Díaz and Rubio-Ramírez (2018) and Arias, Caldara, and Rubio-
Ramírez (2019), we consider the following structural VAR representation:

y′
tA0 =

p∑
l=1

y′
t−lAl + ε′t (1)

In this representation, yt is an n × 1 vector of endogenous variables (in our case, yt =

[it, yt, πt, ht, invt]
′), εt is an n × 1 vector of structural shocks, A0 is an invertible n × n matrix

of structural parameters, Al is a matrix collecting the coefficients associated with lag l of the
VAR, p is the number of lags of the VAR (for us p = 4), and t is a time-index ranging from 1 to
T, where T is the size of the considered sample. The vector εt, conditional on past information
and initial conditions, is Gaussian with mean zero and covariance matrix In (the n × n identity
matrix).

Post-multiplying the SVAR in equation (1) by A−1
0 , one can move to the reduced form

representation:

y′
t =

p∑
l=1

y′
t−lBl + u′

t (2)

where Bl = Al A−1
0 , u′

t = ε′tA
−1
0 , and E(utu′

t) = Σ = (A0A′
0)

−1 = (A0QQ′A′
0)

−1, where Q is a
conformable orthonormal matrix that rotates the A0 one.

As is well known, there are uncountable rotations of the A0 matrix all equally consistent with
the data but that offer different interpretations of the economy (e.g., of the macroeconomic effects
of a monetary policy shock). We then exclude rotations (interpretations) that are economically
unpalatable by imposing a set of identifying restrictions - presented below - that also include
constraints on the systematic monetary policy response to macroeconomic fluctuations. Without
loss of generality, we place the policy rate on top of the vector yt. The monetary policy equation
reads as follows:

y′
ta0,1 =

p∑
l=1

y′
t−lal,1 + ε1t (3)

Focusing on the contemporaneous responses of the central bank to macroeconomic fluctuations,
the systematic component of monetary policy reads:

it = ψyyt + ψππt + ψhht + ψinvinvt + σMP ε
MP
t . (4)

of dynamic structure is sufficient to get a high R2 in this type of regression.
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We now present and discuss our identification strategy.

Identification restrictions. The different identification restrictions we deal with in the
Monte Carlo study are:

• Sign restrictions (SR). As in Uhlig (2005) and Wolf (2020), we impose the following sign
restrictions: after a monetary policy shock, the interest rate is non-negative for 6 periods,
and inflation is non-positive for 6 periods.4

• Narrative sign restrictions (NSR). In line with Antolín-Díaz and Rubio-Ramírez (2018),
we require that, on selected dates, the monetary policy shock is the overwhelming driver
of the unexpected change in the interest rate. In particular, we assume the econometrician
works with either 1, 3, or 5 dates randomly drawn from all the dates that satisfy the
narrative sign restrictions in the simulated sample at hand.5 At these dates, the monetary
policy shock can be either positive or negative given that no-asymmetric effect is associated
with monetary policy shocks in the Smets and Wouters (2007) model.6

• Policy coefficient restrictions (PCR). As in Arias, Caldara, and Rubio-Ramírez (2019), we
require that the contemporaneous systematic response of the policy rate to output and
inflation movements in eq. (4) is positive, i.e., ψy > 0 and ψπ > 0.7

We consider three different sets of identification restrictions: (i) sign restrictions only; (ii) narra-
tive sign restrictions on top of sign restrictions; (iii) policy coefficient restrictions on top of sign

4 In his empirical application, Uhlig (2005) also imposes sign restrictions on commodity prices and nonborrowed
reserves. These variables are not present in the Smets and Wouters (2007) model. We will impose those restrictions
in the empirical application in Section 4.

5 We define the contribution of shock j to the unexpected change in variable i in period t as Hi
j(t) =

IRF i
j (0)εj,t, where IRF i

j (0) is the impulse response of variable i to shock j at horizon h = 0. As such, the
restriction that shock j is the overwhelming driver of variable i in period t reads |Hi

j(t)| ≥
∑

j′ ̸=j |Hi
j′(t)|. This is

the strong NSR considered in Antolín-Díaz and Rubio-Ramírez (2018), whereas the weak one would have required
that the shock j is the single largest contributor of variable i (i.e., |Hi

j(t)| ≥ maxj′ ̸=j |Hi
j′(t)|). For our application,

j = 1 corresponds to the monetary policy shock and i = 1 to the policy rate.
6 We randomly draw the dates that the econometrician works with when imposing narrative restrictions to

be in line with the assumption implicit in the functional form of the likelihood function used by Antolín-Díaz
and Rubio-Ramírez (2018) and Giacomini, Kitagawa, and Read (2021) that the narrative signals arrive randomly
over time to the econometrician, i.e., in a way that does not depend on the shock magnitude in addition to the
restrictions being correct (see Plagborg-Møller (2022)). We also performed a Monte Carlo exercise with narrative
restrictions imposed on the date where the overwhelming driver restriction is most clearly satisfied, i.e., such that
max

(
|Hi

j(t)| −
∑

j′ ̸=j |Hi
j′(t)|

)
. Our results are very similar to our baseline ones.

7 We leave unrestricted the systematic response to hours worked and investment, i.e., ψh and ψinv, as Arias,
Caldara, and Rubio-Ramírez (2019) do for commodity prices in their application. Arias, Caldara, and Rubio-
Ramírez (2019) also impose a zero contemporaneous response of the policy rate to total reserves and nonborrowed
reserves. These variables, however, are not present in the Smets and Wouters (2007) model. We will impose those
restrictions in the empirical application in Section 4.
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and narrative restrictions. This "gradually incremental" approach enables us to appreciate the
marginal contribution of narrative restrictions à la Antolín-Díaz and Rubio-Ramírez (2018) with
respect to the sign-restriction only proposal by Uhlig (2005), and that of policy coefficient re-
strictions à la Arias, Caldara, and Rubio-Ramírez (2019) vs. the narrative restrictions approach
à la Antolín-Díaz and Rubio-Ramírez (2018), which works with narrative restrictions on top of
sign restrictions.

Findings. Figure 1 summarizes the findings from our Monte Carlo experiment as regards
the impulse response of output, a key variable often used to assess the findings of several forms of
sign restrictions identification (see, e.g., Uhlig (2005), Antolín-Díaz and Rubio-Ramírez (2018),
Arias, Caldara, and Rubio-Ramírez (2019)). The Figure puts in comparison the true IRFs to
a 25 basis points monetary policy shock in the Smets and Wouters (2007) DSGE model with
the median estimated IRFs and 68% credible sets across the 100 datasets resulting from two
different identification schemes: (i) sign restrictions only as in Uhlig (2005); (ii) sign and narrative
restrictions as in Antolín-Díaz and Rubio-Ramírez (2018).8 Overall, while the imposition of sign
restrictions alone implies an estimated response of output that is very uncertain in terms of size
and even sign, adding narrative restrictions leads to a sharper estimation of the real effects of
monetary policy shocks. In particular: (i) the statistical and model uncertainty surrounding the
output response is narrower; (ii) the evidence of negative response of output is much clearer,
above all from roughly 3 periods after the shock onward; (iii) the median response of output
is much closer to the true one when narrative restrictions belong to the set of identification
assumptions the econometrician works with; (iv) the more narrative sign restrictions are imposed
and the larger the sample, the more precisely the output effects of monetary policy shocks are
estimated.

Figure 2 puts in evidence the marginal contribution brought along by policy coefficient re-
strictions when added to the sign and narrative ones. Again, we focus on the response of output
to a monetary policy shock. Two results emerge from this Figure: (i) working with PCR on top
of NSR & SR allows to better estimate the impulse responses in the short- to medium-run, as the
estimated median responses get closer to the "true" ones from the DSGE model; (ii) the addi-
tion of PCR on top of NSR & SR also allows to sharpen the estimation of the impulse responses

8 We conduct our estimations by working with the Bayesian algorithm proposed by Antolín-Díaz and Rubio-
Ramírez (2018) (which is an adaptation of algorithms previously proposed by Rubio-Ramírez, Waggoner, and Zha
(2010) and Arias, Rubio-Ramírez, and Waggoner (2018)), which we modified to allow for the imposition of policy
coefficient restrictions à la Arias, Caldara, and Rubio-Ramírez (2019). As suggested by Giacomini, Kitagawa,
and Read (2021), we skip the implementation of the importance sampling to draw from the uniform-normal
inverse-Wishart posterior using the unconditional likelihood to construct the posterior. We do the same for the
empirical analysis in Sections 4 and 5, noting that for our applications our empirical findings are not sensitive to
allowing for the resampling step of the algorithm.
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as the credible sets around the median responses tightens. In particular, when considering the
case with 200 observations and one or three NSRs, imposing them substantially augments the
precision of the estimated response of output.9

Wrapping up, our Monte Carlo exercise: (i) points to a large marginal contribution of narra-
tive sign restrictions when added to a sign-restriction only identification scheme, i.e., the median
response of output is substantially closer to the true one, and much more precisely estimated,
than the one obtained with sign restrictions only; (ii) suggests that policy coefficient restrictions
can further improve the correctness and precision of the estimated output response when added
to sign and narrative restrictions. These two findings justify the combined use of sign, narrative,
and policy coefficient restrictions to estimate the real effects of monetary policy shocks.

4 Empirical analysis

This Section applies a combination of sign, narrative, and policy coefficient restrictions to the
standard dataset used by Uhlig (2005), Antolín-Díaz and Rubio-Ramírez (2018), and Arias,
Caldara, and Rubio-Ramírez (2019). This "all in" combination, which is supported by our
Monte Carlo simulation, is, to our knowledge, new to the literature.

We estimate a VAR similar to that in equation (1). Following Uhlig (2005), Antolín-Díaz
and Rubio-Ramírez (2018), and Arias, Caldara, and Rubio-Ramírez (2019), the VAR model
we work with includes six variables: real output y, the GDP deflator p, a commodity price
index pc, total reserves tr, non-borrowed reserves nbr, and the federal funds rate i, i.e., yt =

[it, yt, pt, pc,t, trt, nbrt]
′. The investigated sample period is January 1965-November 2007. All

series are expressed in logarithms, except for the federal funds rate, which enters the vector in
levels. Observations are monthly. The VAR features 12 lags and no constant or deterministic
trends.10 As in the previous section, we consider three different sets of identification restrictions,
following closely the restrictions in the empirical analyses by Uhlig (2005), Antolín-Díaz and
Rubio-Ramírez (2018), and Arias, Caldara, and Rubio-Ramírez (2019): (i) sign restrictions
only; (ii) narrative sign restrictions on top of sign restrictions; (iii) policy coefficient restrictions
on top of sign and narrative sign restrictions. As already shown by Antolín-Díaz and Rubio-

9In the Appendix, we document that in the case of a strong signal for monetary policy shocks, i.e., in the
case in which their standard deviation in the Smets and Wouters (2007) is multiplied by 10, then all the different
identification schemes considered in this Section can recover quire accurately and without significant bias –
although with different degrees of precision – the true impulse response functions to a monetary policy shock in
our Monte Carlo setup with small samples and VAR(4) specifications (Figure A.10).

10 Further details on the modeling choices are offered by Uhlig (2005), Antolín-Díaz and Rubio-Ramírez (2018),
and Arias, Caldara, and Rubio-Ramírez (2019).
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Ramírez (2018) (with the same dataset), the addition of their narrative restrictions substantially
improves the estimation of the output effects of monetary policy shocks with respect to sign
restrictions only. Very much in line with our results in the Monte Carlo exercise, we focus on
the marginal contribution of policy coefficient restrictions when added to sign and narrative
restrictions, something not ascertained yet in the literature.

Sign and narrative sign restrictions. The baseline identification, i.e., the one based on
sign restrictions on impulse responses only, is identical to that in Uhlig (2005), i.e., a contrac-
tionary monetary policy shock increases the federal funds rate and reduces the GDP deflator,
the commodity price index, and non-borrowed reserves for periods 0 to 5 months. Antolín-Díaz
and Rubio-Ramírez (2018) add to Uhlig’s restrictions two narrative sign constraints that regard
the monetary policy shock materialized in October 1979: (i) it must be of positive value; (ii)
it must be the overwhelming driver of the unexpected movement in the federal funds rate, i.e.,
the absolute value of the contribution of monetary policy shocks to the unexpected movement
in the federal funds rate must be larger than the sum of the absolute value of the contributions
of all other structural shocks.11 As pointed out by Antolín-Díaz and Rubio-Ramírez (2018),
while sign restrictions on the impulse responses truncate the support of the prior distribution
of the structural parameters, narrative sign restrictions instead truncate the support of the like-
lihood function. Hence, Antolín-Díaz and Rubio-Ramírez (2018) modify the Bayesian methods
in Rubio-Ramírez, Waggoner, and Zha (2010) and Arias, Rubio-Ramírez, and Waggoner (2018)
for the case of narrative sign restrictions.

Our Appendix documents the impact of narrative sign restrictions by replicating the empirical
evidence in Antolín-Díaz and Rubio-Ramírez (2018). We stress here that their NSRs have a
substantial impact on the response of output to a monetary policy shock, which becomes clearly
negative and is much more precisely estimated than the one obtained with restrictions on impulse
response functions only. In line with our Monte Carlo evidence, these empirical findings point
to the relevance of NSRs for the identification of monetary policy shocks.

Policy coefficient restrictions: Marginal contribution. Arias, Caldara, and Rubio-
Ramírez (2019) propose to restrict the systematic contemporaneous monetary policy component
of the federal funds rate VAR equation, which for the Uhlig (2005) VAR reads as follows:

it = ψyyt + ψppt + ψpcpc,t + ψtrtrt + ψnbrnbrt + σMP ε
MP
t . (5)

11 The two narrative restrictions described in the text are restrictions 4 and 5 in the Antolín-Díaz and Rubio-
Ramírez (2018) paper, page 2824. A further exercise conducted by Antolín-Díaz and Rubio-Ramírez (2018)
imposes a variety of other restrictions regarding other events/months in the investigated sample (restrictions 6
and 7, page 2827 of their paper). As documented by Antolín-Díaz and Rubio-Ramírez (2018), the results they
obtain are very similar to those obtained by imposing restrictions 4 and 5.
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They require that: (i) the federal funds rate reacts contemporaneously only to output, prices,
and commodity prices; (ii) the contemporaneous reaction of the federal funds rate to output
and prices is positive. The first set of restrictions, which they term "Restriction 1", implies
a zero contemporaneous response of the federal funds rate to total and nonborrowed reserves,
i.e., ψtr = 0 and ψnbr = 0, while the second set of restrictions, which they term "Restriction
2", implies a sign restriction on the policy response to output and inflation, i.e., ψy > 0 and
ψp > 0. The response to commodity prices ψpc is left unrestricted. When imposing these
restrictions (in particular, those on the sign of the policy coefficients responsible for the systematic
monetary policy response to output and prices), the VAR points to a negative response of
output to a contractionary monetary policy shock with high posterior probability.12 In controlled
environments, Wolf (2020, 2023) documents the ability of policy coefficient restrictions to recover
the true output effects of monetary policy shocks.

What are the implications of imposing these policy coefficient restrictions on top of the
traditional sign restrictions and the narrative sign restriction of the October 1979 event? We
answer this question by comparing the estimates of the macroeconomic effects of monetary policy
shocks on the basis of the sign and narrative restrictions used in Antolín-Díaz and Rubio-Ramírez
(2018) with those one gets when adding to their set of restrictions the ones (restrictions 1 and 2
as described above) on the policy coefficients as in Arias, Caldara, and Rubio-Ramírez (2019).
Figure 3 offers this comparison focusing on the output effects of a contractionary monetary policy
shock (whereas the Appendix reports the full set of results). The short-run negative response of
output becomes larger and less uncertain, with the 68% credible set not including the zero line
already 5 months after the shock vs. after 16 months when policy coefficient restrictions are not
imposed. Our Appendix shows that this result is driven by the positive sign imposed on the policy
coefficient responsible for the systematic policy response to output.13 Figure 4 slices the output
responses plotted in Figure 3 across selected horizons - in particular, it considers horizons 0, 6, 12,
and 18.14 Most models selected by sign, narrative, and policy coefficient restrictions combined
point to a negative response of output and the 68% credible sets are entirely characterized
by negative responses of output. Moreover, the shares of retained models associated with a

12 Our Appendix documents the replicability of this result via an extension of the codes by Antolín-Díaz and
Rubio-Ramírez (2018) to also allow for sign restrictions on the policy coefficients (the codes by Antolín-Díaz and
Rubio-Ramírez (2018) already allow to impose zero coefficient restrictions).

13 The Appendix also documents that our results hold true if we consider alternative events to the October 1979
event used in the baseline analysis of Antolín-Díaz and Rubio-Ramírez (2018) such as February 1994. Antolín-
Díaz and Rubio-Ramírez (2018) stress that the February 1994 event is of particular interest because the historical
record identifies a major contractionary monetary policy shock, but output accelerated during 1994.

14 More precisely, Figure 4 plots distributions conditional on all retained models per each selected horizon,
where 68% credible sets are identified by dashed vertical bars. Our Appendix shows that our results hold also
when considering a wider set of horizons.
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negative response of output are larger when imposing the policy coefficient restrictions (e.g.,
such a share reads 67% for the on-impact response of output when we (also) impose the policy
coefficient restrictions vs. 35% when we do not impose them). The comparison between these
distributions and those associated with the Antolín-Díaz and Rubio-Ramírez (2018) points to
the informativeness of policy coefficient restrictions for the identification of the real effects of
monetary policy disturbances.

Table 1 shows the consequences for the estimates of the policy coefficients of the various
identification strategies analyzed here. The first set of coefficients are those implied by Uhlig’s
(2005) restrictions - this is the message first proposed by Arias, Caldara, and Rubio-Ramírez
(2019), i.e., sign restrictions imposed only on impulse responses retain a substantial number of
models that are at odds with the conventional view on the systematic monetary policy response
to macroeconomic fluctuations. The second set of estimated policy coefficients is the one implied
by Antolín-Díaz and Rubio-Ramírez (2018). Interestingly, the imposition of the narrative restric-
tions on the contribution of the policy shock in October 1979, which are designed to "get the
behavior of the shock right" in that particular month and sharpen the identification of the role
of monetary policy shocks in general, also lead to an improvement of the description of Federal
Reserve’s systematic monetary policy as well. The posterior median of the systematic response
to output turns negative, a sign in line with conventional wisdom. However, the 68% and 95%
credible sets feature negative realizations of ψy. Here is where policy coefficient restrictions à la
Arias, Caldara, and Rubio-Ramírez (2019) kick in. By imposing them, we - by construction -
fix the above-discussed issue. In doing so, we obtain a sharper identification of the real activity
effects of a monetary policy shock.

Policy coefficient restrictions: Historical implications. What are the implications of
imposing policy coefficient restrictions for the estimated monetary policy shocks and their contri-
butions? We know that a tight link exists between the systematic monetary policy representation
and policy coefficients (see Leeper and Zha (2003), Sims and Zha (2006), Caldara and Kamps
(2017), Caldara and Herbst (2019), and Arias, Caldara, and Rubio-Ramírez (2019); for a similar
concept concerning fiscal policy, see Caldara and Kamps (2017)). Does this imply that the im-
position of policy coefficient restrictions on a version of our VAR that abstracts from narrative
restrictions can return a representation of monetary policy shocks in line with the extant nar-
rative evidence? While policy coefficient restrictions are meant to imply a systematic monetary
policy response to macroeconomic fluctuations in line with conventional wisdom along the entire
sample, we find that such restrictions are actually effective also when it comes to pinning down
the contribution of monetary policy shocks in specific historical events. Following Antolín-Díaz
and Rubio-Ramírez (2018), we focus on October 1979, a month when Volcker is understood to
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have implemented a large, recessionary monetary policy shock. Figure 5 (top panels) replicates
the evidence proposed by Antolín-Díaz and Rubio-Ramírez (2018) (Figure 5, p. 2824). The
top-left panel shows that imposing a narrative sign restriction to induce a large contribution of
the monetary policy shock to the unexpected change of the policy rate implies a more condensed
distribution of the policy shocks with a clearly positive support. The right-hand top panel shows
instead the counterfactual policy rate path conditional on monetary policy shocks only: when
the narrative sign restriction is employed, the path of the policy rate is substantially closer to
the actual one. Interestingly, the bottom panels of our Figure 5 shows that imposing the policy
coefficient restrictions proposed in Arias, Caldara, and Rubio-Ramírez (2019) on top of Uhlig’s
(2005) ones - in this case, without narrative restrictions - generates a relatively similar distribu-
tion (although less narrow) of monetary policy shocks and a similar counterfactual policy rate
path. Hence, while policy coefficient restrictions are not explicitly designed to target any partic-
ular historical event, their implications also align the distribution and effects of monetary policy
shocks on output during the Volcker disinflation to conventional wisdom. Figure 6 extends this
intuition to seven dates different from October 1979 selected by Antolín-Díaz and Rubio-Ramírez
(2018) as candidates for the imposition of narrative sign restrictions for the identification of the
output effects of monetary policy shocks. We comment on two findings. First, the narrative
sign restrictions about October 1979 are informative not only as far as the realization of the
monetary policy shock in October 1979 is concerned, but also for the other selected dates. Intu-
itively, conditional on the data description offered by the VAR, when "educating" the realization
of a policy shock in a given month we are requiring realizations of other shocks to adjust to
obey the constraint represented by the data we are modeling. Second, when imposing policy
coefficient restrictions only, we find that not only the density of the realization of the monetary
policy shocks does shrink and tilt rightward in October 1979 as already documented, but also
that the densities in all other selected dates do so. Again, our intuition is that putting an extra
structure on the systematic behavior of the Federal Reserve naturally implies a more plausible
set of realizations of monetary policy shocks (via the estimated VAR structure) in the crucial
events of the US monetary policy history.15

Reconciling heterogeneous estimates of the output effects of monetary policy
shocks: The role of policy coefficients. Our empirical evidence points to different output
effects of monetary policy shocks identified with our three different identification strategies. Cru-

15In the Appendix, we demonstrate that, in our empirical application, narrative and policy coefficient restric-
tions function as complements, rather than substitutes. Specifically, adopting a symmetric approach with respect
to our baseline analysis—starting from SR and PCR, as in Arias, Caldara, and Rubio-Ramírez (2019), and sub-
sequently incorporating NSR à la Antolín-Díaz and Rubio-Ramírez (2018)—enables a more precise identification
of the effects of monetary policy shocks, consistently with our baseline findings.
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cially, these differences are driven by the different estimated values of the policy coefficients across
the three different identification strategies at hand. We formally show the mapping between pol-
icy coefficients and impulse responses by working with a simplified version of the interest rate
equation of our VAR that assumes that policymakers systematically respond to output only. (As
shown in our Appendix, our results are robust to admitting a systematic response to output and
the price level.)

Following Caldara and Kamps (2017), we focus on the mapping between reduced-form resid-
uals and policy shocks, which is as informative about the role played by the systematic response
to output for the output reaction to monetary policy shocks. Then, we have:

ui,t = ψyuy,t + σMP ε
MP
t (6)

Conditional on this policy rule, we show in our Appendix that one can derive the following
expression for the on-impact impulse response of output to a monetary policy shock (normalized
by the size of the shock):

IRF (0)y,i
σMP

=
σi,y − ψyσ

2
y

ψ2
yσ

2
y + σ2

i − 2ψyσi,y
(7)

In the data, σi,y = 0.035, i.e., the correlation between output and the policy rate in the data
is positive. How can the VAR reconstruct such a correlation? The answer to this question is
clearly affected by the estimate of the policy coefficient ψy.16

Suppose that ψy = 0. Then, the policy rate is exogenous in this simple model, and the
only shock able to generate a positive correlation between output and the policy rate is the
monetary policy shock. Hence, the impulse response of output to an unexpected monetary
policy tightening will be bound to be positive as well. Assume now that ψy < 0. Then, once
again, the impulse response of output will necessarily be positive, because both the numerator
and the denominator of IRF (0)y,i

σMP
are positive. If, instead, ψy > 0, then an "output shock" will be

able to contribute to reconstruct σi,y > 0, and this will "leave room" to monetary policy shocks
to generate IRF (0)y,i < 0.

Figure 7 depicts the standardized impact response of output to a monetary policy shock
(IRF (0)y,i/σMP ) as a function of ψy under a simple rule it = ψyyt + σMP ε

MP
t , alongside the

median values of ψy retrieved from Table 1.17 Several findings are worth noting. First, ψy > 0

16 The assumption that the variance-covariance matrix of the reduced-form residuals is positive definite ensures
that the denominator of equation 7 is strictly larger than zero. Hence only the numerator contributes to the sign
of the impulse response function.

17 Our Appendix documents the robustness of our findings, particularly as regards the threshold value of ψy

that implies a negative impact response, to also considering a systematic policy response to prices.
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decreases the probability of a positive impact impulse response. However, depending on its data-
driven magnitude, it can imply either a positive or a negative response. Second, narrative sign
restrictions, as in Antolín-Díaz and Rubio-Ramírez (2018), prove highly effective in mitigating the
large positive and counterintuitive impulse response associated with Uhlig (2005)’s identification.
This is achieved by indirectly enforcing ψy > 0 without explicitly imposing it. Third, explicitly
imposing ψy > 0 in addition to narrative sign restrictions allows for the estimation of a negative
impact impulse response, which is consistent with our findings.

Phillips multiplier under different identification strategies. One of the most scru-
tinized statistics in monetary macroeconomics is the Phillips multiplier, i.e., the statistic that
characterizes the inflation-real activity trade-off faced by a central bank. Barnichon and Mesters
(2021) propose inference on the Phillips multiplier based on an instrumental variable regression
of cumulative inflation on cumulative real activity (unemployment, in their case) using mone-
tary shocks as instruments. Fundamentally, the approach requires computing the responses of
inflation and real activity to an exogenous change in the policy rate. As stressed by Barnichon
and Mesters (2021), there are multiple advantages related to the estimation of the Phillips mul-
tiplier via the combination of impulse responses of inflation and real activity. First, one avoids
endogeneity issues that would otherwise arise when estimating a Phillips curve. Second, the
multiplier characterizes the monetary policy trade-off nonparametrically, with the advantage of
being robust to misspecification of the Phillips curve. Third, a correct assessment of the trade-off
via the estimation of structural equations would also imply the specification and estimation of
the IS curve, which is crucial for the monetary policy transmission. Hence, misspecification is-
sues would get compounded because of the need to specify also such a demand schedule. Hence,
following Barnichon and Mesters (2021), we circumvent these three issues by estimating the
Phillips multiplier conditional on the three different identification strategies we focus on in this
paper.

Formally, we measure the inflation-real activity trade-off via the following definition of the
Phillips multiplier:

Ph =
Rp

h

Ry
h

(8)

where Rπ
j and Ry

j are the causal impulse responses of the price level and output at horizon h to
an unexpected increase in the policy rate. Intuitively, since both variables are trending and enter
the VAR in logarithms, the expression above captures the (percent) deviation of the price level
with respect to its trend that the central bank could obtain by inducing a temporary reduction
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in output of 1% (again, with respect to its trend) via a monetary policy shock.18 Notice that
a positive (negative) number is associated with a reduction (increase) of the price level with
respect to its trend, coupled with output below (above) its trend.

Figure 8 (first row) displays our estimates of the Phillips multiplier. Sign restrictions only
(left panel) point to negative values of the inflation-output Phillips multiplier. This result, which
is mostly due to the mass of positive output responses to an unexpected increase in the policy
rate, is associated with a negative sacrifice ratio, and it is clearly unpalatable from an economic
standpoint. Adding narrative restrictions à la Antolín-Díaz and Rubio-Ramírez (2018) (central
panel) lead to a dramatic improvement of the picture, with positive 2-year and 3-year ahead
Phillips multipliers equal to 0.78 and 0.61, respectively. However, the 6-month and 1-year-ahead
estimates are either close to zero (the latter reads 0.19) or surrounded by sizeable uncertainty
(the former). Once again, these issues are due to the uncertain response of output in the short
run. Sharpening estimates by adding policy coefficient restrictions (right panel) effectively works
in favor of fixing these issues, in that: (i) the Phillips multiplier is stable across horizons; (ii)
it is positive for h = 6, 12, 24, 36; (iii) it is precisely estimated. Interestingly, the multiplier
associated with our "combo" of restrictions is 0.64 for the three-year horizon, which is in line
with the estimate one can obtain at a 3-year horizon without policy coefficient restrictions.
However, adding policy coefficient restrictions improves the precision of the estimate of the
Phillips multiplier at that horizon too.

5 Empirical analysis: Euro area data

Are our empirical results on the marginal contribution of policy coefficient restrictions (with
respect to narrative sign restrictions) limited to the US economy? We address this question by
revisiting some recent findings by Badinger and Shiman (2023). Their aim is to identify the effects
of conventional monetary policy shocks in a standard small-scale VAR that features indicators

18 The Phillips multiplier is conceptually connected to the (inverse of) the sacrifice ratio, which is typically
computed by assuming a permanent reduction of inflation of 1% and assessing the real activity-related costs of
this reduction (see, e.g., Ball (2014)). Barnichon and Mesters (2021) compute the Phillips multiplier as follows:

Ph =
1
h

∑h
j=0 Rπ

j
1
h

∑h
j=0 Ru

j

, where Rπ
j and Ru

j capture the responses of inflation and unemployment (as opposed to prices

and output) at horizon j. A link between their definition of the Phillips multiplier and ours exists if one: (i)
considers a form of Okun’s law connecting unemployment ut and output growth ∆yt, and (ii) works out the

following expression: Ph =
Rp

h

Ry
h
=

1
hph
1
hyh

=
1
h

∑h
j=0 πj

1
h

∑h
j=0 ∆yj

, with ph and yh respectively being the impulse responses of
the log-price level and log-output at horizon h, πj ≡ pj − pj−1,∆yj ≡ yj − yj−1 and p−1 = y−1 = 0, these last
"initial conditions" representing the pre-shock values of the impulse responses of the price level and output in
deviation with respect to their trends.
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of real activity as well as a financial spread, i.e., the corporate bond spread. They propose to
identify monetary policy shocks by imposing restrictions related to four events identified with a
narrative analysis. The dates of these events are October and November 2008 and 2011, which
are months in which financial markets were most surprised by interest rate announcements by
the European Central Bank, as reflected by changes in overnight interest rates swaps. Based
on financial markets’ reactions in these dates, Badinger and Shiman (2023) impose signs on the
interest rate shocks associated with these dates consistent with the assumption of expansive
shocks in October 2008 and November 2011, and restrictive ones in November 2008 and October
2011. These (narrative) sign restrictions are combined with a magnitude restriction, i.e., the
requirement that the unexpected change associated to the policy rate cut in November 2011
was predominantly driven by the monetary policy shock.19 This restriction is motivated by
the observation that the money market rate moved only on the day the lowered policy rates
came into effect, i.e., it is unlikely other macroeconomic shocks played a role in that month.
This parsimonious set of narrative restrictions leads the VAR to associate strong macroeconomic
effects to a monetary policy shock. In particular, such a shock is followed by an increase in
short and long-term rates, an appreciation of the US dollar, and a drop in prices and output.
Their VAR also predicts an increase in the corporate bond spread (CBS), which however does
not materialize on impact. The contemporaneous response of CBS to the monetary policy shock
is what we now turn our attention to.

Figure 7 plots the density of the on-impact response of the CBS to a monetary policy shock
identified by the VAR by Badinger and Shiman (2023), whose impulse responses we perfectly
replicate. While such a spread is typically thought of as a fast-moving variable, the VAR asso-
ciates a substantial uncertainty to the on-impact reaction to an unexpected interest rate hike.
How so? Table 2 documents the coefficients associated with the VAR policy function in Badinger
and Shiman (2023). As we can see, their identification strategy is able to correctly pin down
the systematic positive response of the ECB to output and inflation, at least as far as the pos-
terior medians are concerned. However, it also features a zero response to CBS, with credible
intervals that contain positive realizations. Differently, the attention paid to financial indicators
by central banks when monitoring the extant economic conditions makes a negative response to
movements in proxies for the financial cycle likely (see, e.g., the analysis with US data by Caldara
and Herbst (2019)) and, under certain conditions, optimal (Cúrdia and Woodford (2010)). Such
a negative response can be rationalized by the recessionary and deflationary effects triggered by

19 Using the notation of footnote 5, the magnitude restriction used by Badinger and Shiman (2023) requires
|Hi

j(t)| > 0.5 · |uit|, where Hi
j(t) is the contribution of shock j to the unexpected change in variable i in period t

and uit is the forecast error in period t on variable i.
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a corporate bond spread shock (see, e.g., Gilchrist and Zakrajek (2012) for evidence based on
US data, and Gilchrist and Mojon (2018) for similar evidence with Euro area data), which call
for the implementation of a monetary policy easing to return inflation to the target. In the raw
data, the correlation between the Eonia rate and the CBS is 0.33. Leveraging on the analysis
developed in Section 4, a possibility is that part of the rotations of the set-identification strategy
proposed by Badinger and Shiman (2023) match the likelihood via positive values of the policy
coefficient ψCBS, which mechanically generate a positive correlation between the policy rate and
the spread. Imposing ψCBS < 0 – on top of ψp > 0 and ψy > 0 – as we do avoids this economi-
cally implausible representation of the systematic policy conduct by the ECB while retaining the
informativeness of the narrative restrictions cleverly proposed by Badinger and Shiman (2023).
Figure 7 overplots the so-obtained density of the contemporaneous response of CBS to a policy
rate shock. First, the posterior median is clearly positive (0.48%, vs. -0.06% in the absence of
policy coefficient restrictions). Second, 93% of the realizations of the spread are positive (vs.
just 47%) in the benchmark model.20

What about the response of the other modeled variables? Figure 8 plots the dynamic re-
sponses of all modeled variables to a monetary policy shock. Policy coefficient restrictions lead
to stronger responses of M1 and the EUR/USD exchange rate and, in the short-run, also of
CBS. Moreover, the credible sets surrounding all variables are tighter. This evidence speaks in
favor of the relevant sharpening of the identification of monetary policy shocks one can obtain
by applying policy coefficient restrictions also to Euro area data and for analysis concerned with
the interaction between monetary policy and financial conditions.

6 Conclusions

This paper combines narrative restrictions à la Antolín-Díaz and Rubio-Ramírez (2018) with re-
strictions on policy coefficients as those proposed by Arias, Caldara, and Rubio-Ramírez (2019).
The idea is to exploit the positive aspects of both strategies (punctual characterization of mon-
etary policy shocks in specific dates the former set of restrictions, sensible description of the
systematic policy conduct the latter one) while limiting their possible weaknesses (misrepresen-
tation of the systematic policy conduct the former, possible misattribution of changes in the
policy rate to shocks other than policy ones in key dates the latter).

Our three main findings are the following.
First, Monte Carlo simulations conducted with the workhorse macroeconomic framework

20 Our result on the contemporaneous response of the CBS crucially hinges on the restriction ψCBS < 0 that
we impose.
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proposed by Smets and Wouters (2007) point to a quantitatively important marginal contribution
by policy coefficient restrictions when added to narrative ones for the correct estimation of the
output effects of monetary policy shocks.

Second, we show that imposing policy coefficient restrictions materially alters the estimated
response of output to a monetary policy shock when combined with narrative sign restrictions
in an empirical application using a standard U.S. dataset. Specifically, these restrictions yield
a larger and more precisely estimated short-run response of output to a monetary policy shock.
As discussed in the paper, the reason is that policy coefficient restrictions prevent the VAR from
replicating correlations in the data with policy coefficients that make the description of systematic
monetary policy implausible. In doing so, policy coefficient restrictions assign more weight to
monetary policy shocks (vs. systematic monetary policy) to replicate the data. Conditional
on the data at hand, we also show that policy coefficient restrictions alone are actually able
to pin down the contribution of monetary policy shocks in key dates (e.g., October 1979) to
the unexpected change of the policy rate. We also formally show that there exists a mapping
between the systematic policy response to output and the contemporaneous output effects of a
monetary policy shock that can reconcile the disparate estimates of such effects obtained with
different identification strategies. Moreover, we show that different restrictions may lead to
different assessments of the inflation-real activity policy trade-off, with the combination of sign,
narrative, and policy coefficient restrictions providing a more stable and statistically precise
quantification of the Phillips multiplier.

Third, working with Euro area data, we show that policy coefficient restrictions can be
fruitfully added to narrative restrictions to identify the contemporaneous response of financial
indicators (specifically, the corporate bond spread) to a monetary policy shock. Assuming a
policy easing as a response to a jump in the corporate bond spread tilts rightward the empirical
density of the contemporaneous responses of such a spread to the monetary policy shock and
makes it narrower. Moreover, it sharpens the credible sets of the impulse responses of all variables
in the VAR.

We conclude with two considerations. First, our investigation suggests to impose policy
coefficient restrictions on top of other identification constraints whenever such restrictions are
economically sensible and uncontroversial. Second, our simulation results do confirm that narra-
tive sign restrictions are powerful and work in favor of sharpening the identification of monetary
policy shocks. If a researcher can rely on unquestionable narrative evidence that can be translate
into narrative restrictions, she should implement them as well. Hence, we argue that we should
view narrative and policy coefficient restrictions as "complements", not "substitutes".
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Tables

Sign restrictions of Uhlig (2005)

Coefficient ψy ψp ψpc ψtr ψnbr

Median -0.37 1.93 0.11 0.10 0.03

68% Prob. Interval [-2.45; 0.82] [-0.06; 6.15] [0.00; 0.36] [-0.44; 0.66] [-0.41; 0.65]

95% Prob. Interval [-14.18; 14.49] [-26.66; 30.33] [-1.50; 1.79] [-3.59; 3.79] [-4.25; 4.39]

Sign and narrative restrictions of Antolín-Díaz and Rubio-Ramírez (2018)

Coefficient ψy ψp ψpc ψtr ψnbr

Median 0.03 1.33 0.05 -0.02 0.05

68% Prob. Interval [-0.34; 0.38] [0.66; 1.98] [0.02; 0.09] [-0.20; 0.11] [-0.07; 0.22]

95% Prob. Interval [-0.70; 0.73] [0.28; 2.68] [-0.00; 0.14] [-0.40; 0.18] [-0.14; 0.41]

Policy coefficient restrictions of Arias et. al (2019) and sign & narrative restrictions of ADRR

Coefficient ψy ψp ψpc ψtr ψnbr

Median 0.24 1.25 0.05 0 0

68% Prob. Interval [0.07; 0.50] [0.73; 1.88] [0.02; 0.10]

95% Prob. Interval [0.00; 1.08] [0.01; 3.32] [-0.02; 0.19]

Table 1: Contemporaneous coefficients in the monetary policy equations under dif-
ferent identification strategies: US data. The entries in the table denote the posterior
median estimates of the contemporaneous coefficients in the monetary equation under several
identification schemes (ADRR stands for the identification scheme adopted in Antolín-Díaz and
Rubio-Ramírez (2018) to identify monetary policy shocks, i.e., their Narrative Sign Restrictions
4 and 5 on top of the Uhlig (2005) sign restrictions). The 68 and 95% equal-tailed posterior
probability intervals are reported in brackets. See Arias, Caldara, and Rubio-Ramírez (2019) for
details.
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Badinger & Schiman (2023)

Coefficient ψy ψp ψCBS ψM1 ψEUR/USD

Median 0.10 0.36 0.00 0.13 0.01

68% Prob. Interval [0.03; 0.22] [-0.07; 0.78] [-0.06; 0.08] [0.03; 0.26] [-0.02; 0.05]

95% Prob. Interval [-0.08; 0.44] [-1.29; 2.16] [-0.14; 0.28] [-0.21; 0.51] [-0.08; 0.20]

Badinger & Schiman (2023) and PCR

Coefficient ψy ψp ψCBS ψM1 ψEUR/USD

Median 0.08 0.36 -0.04 0.12 0.02

68% Prob. Interval [0.02; 0.17] [0.17; 0.74] [-0.08; -0.01] [0.05; 0.24] [-0.01; 0.06]

95% Prob. Interval [0.00; 0.35] [0.05; 1.13] [-0.17; 0.00] [-0.04; 0.60] [-0.03; 0.17]

Table 2: Contemporaneous coefficients in the monetary policy equations under differ-
ent identification strategies: Euro area data. The entries in the Table denote the posterior
median estimates of the contemporaneous coefficients in the monetary equation under several
identification schemes. The 68 and 95% equal-tailed posterior probability intervals are reported
in brackets. See Arias, Caldara, and Rubio-Ramírez (2019) for details.
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Figure 1: Monte Carlo simulations: Output response to a monetary policy shock
under either (Uhlig’s) SR or SR & NSR à la ADRR. The starred black line represents
the output response to a monetary policy shock in the Smets and Wouters (2007) DSGE model,
which has been used to simulate 100 datasets of 200 observations (left panels) and 100 datasets
of 500 observations (right panels). The red (grey) shaded area represents the median of the 68
percent credible sets for the output IRF across the 100 different datasets and the red dashed
(grey solid) lines are the median of the median IRFs of output across the 100 datasets when
using SR & NSR à la ADRR (only SR). SR stands for sign restriction as in Uhlig (2005). The
first, second, and third rows show results when using one, three, or five dates, respectively. The
monetary policy shock has been normalized to have an impact of 25 basis points on the federal
funds rate.
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Figure 2: Monte Carlo simulations: Output response to a monetary policy shock
under either SR & NSR à la ADRR or SR & NSR à la ADRR plus PCR à la
ACRR. The starred black line represents the output response to a monetary policy shock in
the Smets and Wouters (2007) DSGE model, which has been used to simulate 100 datasets
of 200 observations (left panels) and 100 datasets of 500 observations (right panels). The red
shaded (blue contoured) area represents the median of the 68 percent credible sets for the output
IRF across the 100 different datasets and the red dashed (blue solid) lines are the median of the
median IRFs of output across the 100 datasets when using SR & NSR à la ADRR (Arias, Caldara,
and Rubio-Ramírez (2019) Restrictions 1 and 2 in addition to SR & NSR à la ADRR ones). The
first, second, and third rows show results when using one, three, or five dates, respectively. The
monetary policy shock has been normalized to have an impact of 25 basis points on the federal
funds rate.
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Figure 3: Output response to a monetary policy shock: Adding policy coefficient
restrictions à la Arias, Caldara, and Rubio-Ramírez (2019) to ADRR restrictions.
The red shaded (blue contoured) area represents the 68 percent credible sets for the output
IRF and the red dashed (blue solid) lines are the median IRF of output when using the ADRR
restrictions (Arias, Caldara, and Rubio-Ramírez (2019) Restrictions 1 and 2 in addition to ADRR
ones). The monetary policy shock has been normalized to have an impact of 25 basis points on
the federal funds rate.
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Figure 4: Output response to a monetary policy shock: Distribution at several hori-
zons when adding policy coefficient restrictions à la Arias, Caldara, and Rubio-
Ramírez (2019) to ADRR restrictions. Left (Right) panels: The red (blue) histogram
represents the distributions of the output IRF for all retained models per each selected horizon,
h = 0, 6, 12, 18, when using the ADRR restrictions (Arias, Caldara, and Rubio-Ramírez (2019)
Restrictions 1 and 2 in addition to ADRR ones). The dashed red vertical lines indicate the cor-
responding 68% credible sets. The number in the top right panel is the share of retained models
that implies a negative response of output per each selected horizon. The monetary policy shock
has been normalized to have an impact of 25 basis points on the federal funds rate.
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Figure 5: Results around October 1979 either with narrative restrictions à la ADRR
or with policy coefficient restrictions à la Arias, Caldara, and Rubio-Ramírez (2019).
Left panels: The grey histogram plots the posterior distribution of the monetary policy shock
for October 1979 using Uhlig (2005) identification. The red (green) histogram plots the same
distribution after incorporating Narrative Restrictions 4 and 5 in ADRR (Restrictions 1 and 2 in
Arias, Caldara, and Rubio-Ramírez (2019)). Right panels: the solid black thick line represents
the actual federal funds rate and the dotted line is the median of the counterfactual federal funds
rate resulting from excluding all non-monetary structural shocks using the baseline identification.
The grey bands represent 68 percent credible sets around the median. The dashed red (solid
green) thin line and red (green) shaded area plot the same result after incorporating Narrative
Restrictions 4 and 5 in ADRR (Restrictions 1 and 2 in Arias, Caldara, and Rubio-Ramírez
(2019)).
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Figure 6: Results around selected dates conditional on the imposition of the October
1979 narrative restrictions à la ADRR or with policy coefficient restrictions à la
Arias, Caldara, and Rubio-Ramírez (2019). The grey histogram plots the posterior dis-
tribution of the monetary policy shock for the selected dates considered by ADRR using Uhlig
(2005) identification. Left panels: The red histogram plots the same distribution after incorpo-
rating Narrative Restrictions 4 and 5 in ADRR). Right panels: The green histogram plots the
same distribution after incorporating the policy coefficient restrictions 1 and 2 in Arias, Caldara,
and Rubio-Ramírez (2019).
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Figure 7: Impact relative impulse response as a function of the policy coefficient ψy

(simple monetary rule). The solid line plots the relationship between the relative impulse
response to a monetary policy shock (IRF (0)y,i/σMP ) and the systematic response of monetary
policy to output under the simple monetary rule it = ψyyt + σMP ε

MP
t . The line is plot on the

basis of equation 11 in Caldara and Kamps (2017). More details are provided in the Appendix.
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Figure 8: Estimates of the Phillips multiplier across three different identification
strategies. Left/center/right columns: Estimates of the Phillips multiplier over horizons (top
panel) and conditional on 1-year and 2-year horizons (middle and bottom panels) obtained with
sign restrictions on impulse responses only/sign and narrative sign restrictions/sign, narrative,
and policy coefficient restrictions.
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Figure 9: Contemporaneous response of the corporate bond spread to a monetary
policy shock: Role of policy coefficient restrictions. Histograms plot the posterior dis-
tribution of the contemporaneous response of the corporate bond spread (CBS) to a 25 basis
points unexpected hike in the Eonia rate under two different identification strategies. Red his-
togram: Identification achieved via the narrative restrictions by Badinger and Shiman (2023).
Blue histogram: Identification achieved by adding policy coefficient restrictions on the system-
atic response to inflation, output, and the corporate bond spread to the narrative restrictions by
Badinger and Shiman (2023).
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Figure 10: Dynamic macroeconomic responses to a monetary policy shock: Role
of policy coefficient restrictions. Responses to a 25 basis points unexpected hike in the
Eonia rate under two different identification strategies. Red dashed responses (reddish areas):
Posterior medians (68% credible sets) obtained with the identification via narrative restrictions
proposed by Badinger and Shiman (2023). Blue solid middle lines (blue external lines): Posterior
medians (68% credible sets) obtained by adding policy coefficient restrictions on the systematic
response to inflation, output, and the corporate bond spread (CBS) to the narrative restrictions
by Badinger and Shiman (2023).
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Appendix of the paper "Monetary Policy Shocks

and Narrative Restrictions: Rules Matter" by

Efrem Castelnuovo, Giovanni Pellegrino, and

Laust L. Særkjær
This Appendix contains additional material with respect to the contents of our paper. It

features:
A1) The proof of the expression mapping the policy response to output to the impulse response
function of output to a monetary policy shock;
A2) A generalization of the previous expression that considers the possibility of a systematic
response of the policy rate to prices;
A3) Various additional empirical findings obtained with the U.S. dataset;
A4) Additional results based on our Monte Carlo simulations.

A1: Proof of the expression mapping the policy response to output to the impulse
response of output to a monetary policy shock

We derive expression (7) in the paper, which maps the policy response to output to the
on-impact output effects of a monetary policy shock. As in Caldara and Kamps (2017), we
focus on the simple monetary policy rule considering only a policy response to output, i.e.,
it = ψyyt+σMP ε

MP
t , where εMP

t ∼ N (0, 1).21 Following Caldara and Kamps (2017), we focus on
the mapping between reduced-form residuals and policy shocks, which is as informative about
the role played by the systematic response to output for the output reaction to monetary policy
shocks. Then, we have:

ui,t = ψyuy,t + σMP ε
MP
t ,

from which we can rewrite the monetary policy shocks in terms of reduced-form residuals as:

εMP
t =

ui,t − ψyuy,t
σMP

. (A.1)

21 A generalization of the expression derived in this Section that also admits a policy response to inflation is
offered in the following Section of this Appendix.
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The on-impact impulse response of output (y) to a monetary policy shock affecting the
interest rate (i), IRF (0)y,i, can be computed by projecting the structural shocks (εMP

t ) on the
reduced-form residuals from the output equation (uy,t), yielding:

IRF (0)y,i =
E(εMP

t uy,t)

E((εMP
t )2)

= E(εMP
t uy,t) =

E((ui,t − ψyuy,t)uy,t)

σMP

=
σi,y − ψyσ

2
y

σMP

,

where σi,y ≡ E(ui,tuy,t) denotes the covariance between the reduced-form residuals of the equa-
tions for output and the interest rate and σ2

y ≡ E((uy,t)2) denotes the variance of the residuals
of the equation for output.

Since in the paper we are interested in the on-impact impulse response normalized by the
size of the shock, we have:

M(0;ψy)y,i =
IRF (0)y,i
σMP

=
σi,y − ψyσ

2
y

σ2
MP

,

To recover an expression for σ2
MP , we operate with squares and expected values on both sides

of (A.1):

E((εMP
t )2) =

E((ui,t − ψyuy,t)
2)

σ2
MP

,

from which we can obtain:

σ2
MP = σ2

i + ψ2
yσ

2
y − 2ψyσi,y > 0,

where we have used E((εMP
t )2) = 1 and where σ2

i ≡ E((ui,t)2) denotes the variance of the residuals
of the interest rate equation in the VAR. The expression is always non-negative as it is the result
of a square. Plugging this expression in the one for M(0;ψy)y,i derived above, we obtain the
on-impact impulse response of output to a monetary policy shock, which reads:

M(0;ψy)y,i =
IRF (0)y,i
σMP

=
σi,y − ψyσ

2
y

σ2
i + ψ2

yσ
2
y − 2ψyσi,y

,

which corresponds to the expression (7) in the paper. The discussion on the link between the
sign of the on impact response of output to a monetary policy shock and the policy coefficient
ψy is offered in the paper.

A2: Generalization of the previous expression that admits a systematic policy
response to prices

Figure A.1 generalizes the results in the paper on the relationship between the standardized
impact response of output to a monetary policy shock as a function of ψy to the case of a policy
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rule that also considers the systematic response to inflation, i.e., it = ψyyt + ψppt + σMP ε
MP
t .

From Caldara and Kamps (2017, eqt. 21) we have22:

IRF (0)y,i
σMP

=
σi,y − ψyσ

2
y − ψpσy,p

ψ2
yσ

2
y + σ2

i − 2ψyσi,y + ψ2
pσ

2
p +−2ψpσi,p + 2ψyψpσy,p

(A.2)

where σj,k denotes the covariance between the reduced-form residuals of the equation for the
variable j and those for the variable k and where σ2

j denotes the variance of the residuals for the
variable j.

Figure A.1 plots three lines, each one corresponding to a different value of ψp, which we
take for illustrative purposes from the estimated ψp posterior mode values in Table 1 associated
to Uhlig(2005)’s identification, Antolín-Díaz and Rubio-Ramírez’s (2018) identification, and our
identification that adds policy coefficient restrictions (PCR) à la Arias, Caldara, and Rubio-
Ramírez (2019) on top of Antolín-Díaz and Rubio-Ramírez’s (2018) restrictions.

One key result emerges from the figure: considering a policy rule that also considers the
systematic response to inflation, ψp, does not significantly affect the on-impact response of output
to a monetary policy shock, particularly as regards the threshold value of ψy that implies a
negative impact response. This finding provides support to our focus in the paper on the role
of the systematic policy response to output, ψy, and is in line with the results in Figure A.6
suggesting that the restriction ψy > 0 is the main driver of a more precisely estimated short-run
negative response of output.23

A3: Empirical analysis with US data: Additional evidence

• Figure A.2 replicates the key findings documented in Figure 6 in Antolín-Díaz and Rubio-
Ramírez (2018). Even though we skip the resampling step in the authors’s algorithm
following the suggestion in Giacomini, Kitagawa, and Read (2022), we still find findings
virtually unchanged with respect to the ones in Antolín-Díaz and Rubio-Ramírez (2018).
The light-shaded area represents the 68 percent (point-wise) highest probability density
credible sets for the IRFs and the dotted lines are the median IRFs using the baseline

22 The formula we use in the paper under the simple rule it = ψyyt + σMP ε
MP
t can be recovered by imposing

ψp = 0 in the following formula (and corresponds to equation 11 in Caldara and Kamps (2017)). The assumption
that the variance-covariance matrix of the reduced-form residuals is positive definite ensures that the denominator
of equation A.2 is strictly larger than zero. Hence only the numerator contributes to the sign of the impulse
response function. For details, please refer to the proof earlier in this Appendix.

23 ψp does not significantly affect the sign of on-impact response since σy,p, the covariance between the residuals
referring to the output and inflation equations, is estimated to be a very small number (the posterior mode is
0.0001). This means that, given that the denominator of equation A.2 is always strictly positive, only ψy positive
and big enough can imply a negative sign of the on-impact response of output. σi,y and σ2

y are estimated to be
equal to 0.035 and 0.22, respectively, by their posterior mode.
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identification. These impulse responses replicate those produced by Uhlig (2005) (see his
Figure 6, p. 397). Notice in particular that the response of output is quantitatively
very uncertain and points to a positive response, which is against conventional wisdom.
Differently, the darker shaded areas and dashed lines are those obtained by adding the
narrative sign restrictions to the set of identifying restrictions. One can easily appreciate
the dramatic difference in terms of evidence, in particular as far as the output effects of
monetary policy shocks are concerned, i.e., contractionary monetary policy shocks are in
this case recessionary.

• Figure A.3 replicates the results referring to the 68% credible sets in panel b of Figure 4
on page 9 in Arias, Caldara, and Rubio-Ramírez (2019) via a modification of the codes by
Antolín-Díaz and Rubio-Ramírez (2018) and using the latter authors’ dataset.

• Figure A.4 complements Figure 3 in the main paper and shows the full set of results
obtained when adding Restrictions 1 and 2 in Arias, Caldara, and Rubio-Ramírez (2019)
to the Antolín-Díaz and Rubio-Ramírez (2018) restrictions. On top of estimating more
sharply the output effects to monetary policy shocks, the estimated responses of both
measures of reserves are also much more precisely estimated.

• Figure A.5 documents that our main results in Figure 3 are virtually identical when we use
the original algorithm in Antolín-Díaz and Rubio-Ramírez (2018) codes rather than our
baseline algorithm that excludes the resampling step for the narrative sign restrictions as
suggested by Giacomini, Kitagawa, and Read (2021).24

• Figure A.6 investigates the drivers of the sharpening of the output credible set we obtain
after imposing PCR as in Arias, Caldara, and Rubio-Ramírez (2019) to the Antolín-Díaz
and Rubio-Ramírez (2018) restrictions. We consider different combinations of the PCR in
Arias, Caldara, and Rubio-Ramírez (2019): ψtr = ψnbr = 0; ψy > 0; ψp > 0. The results
show that our main result on the less uncertain response of output in the short run is
driven by the positive sign imposed on the policy coefficient responsible for the systematic
policy response to output ψy (see the first panel to the left in the bottom row and compare
it with the top panels).

24 Giacomini, Kitagawa, and Read (2021) argue that the Markov Chain resampling step of the algorithm
proposed by Antolín-Díaz and Rubio-Ramírez (2018) can be problematic because, for some types of narrative
restrictions (such as historical decomposition restrictions), a component of the prior is updated only in the
direction that makes the narrative restrictions unlikely to hold ex ante. Giacomini, Kitagawa, and Read (2021)
suggest Bayesian researchers to base the analysis on the unconditional likelihood, rather than the conditional
likelihood used by Antolín-Díaz and Rubio-Ramírez (2018) and amend the algorithm by the latter authors by
dropping their resampling step.
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• Figure A.7 shows that the addiction of PCR as in Arias, Caldara, and Rubio-Ramírez
(2019) imply less uncertain output responses – i.e., narrower credible sets – also when
considering an alternative event to the October 1979 one that we have used in our main
analysis. In particular, our results are robust to the use of February 1994 as an alternative
event where a monetary policy shock is imposed to be both positive and the overwhelming
driver of the unexpected movement in the federal funds rate as done in Antolín-Díaz and
Rubio-Ramírez (2018) (see Restrictions 8 and 9 and Figure C.3 in their Appendix).25

• Figure A.8 complements Figure 4 by plotting the distribution of the impulse response
function to a monetary policy shock for more horizons, i.e., 0, 3, 6, 9, 12, 15, 18. The findings
show that, consistently with our conclusion in the paper, adding the PCR to Antolín-Díaz
and Rubio-Ramírez (2018) restrictions shifts the IRF distribution to the negative domain,
permitting to achieve a sharper identification for the effects of monetary policy shocks in
the US.

• Figure A.9 illustrates that, in our empirical application on U.S. data, narrative and pol-
icy coefficient restrictions function as complements, rather than substitutes. Specifically,
adopting a symmetric approach with respect to our baseline analysis—starting from SR
and PCR, as in Arias, Caldara, and Rubio-Ramírez (2019), and subsequently incorporating
NSR à la Antolín-Díaz and Rubio-Ramírez (2018)—allows for a more precise identification
of the effects of monetary policy shocks, consistent with our baseline findings. Nonethe-
less, our baseline approach, which includes PCR on top of SR and NSR, proves particularly
effective in obtaining more a precise short-run estimate of the IRF.

A4: Monte Carlo simulations: Additional results

• Figure A.10 adds extra findings related to the Monte Carlo experiment in the paper. The
Figure documents that in the case of a strong signal for monetary policy shocks, i.e., in
the case in which their standard deviation in the Smets and Wouters (2007) is multiplied
by 10, all the different identification schemes considered in the Monte Carlo section of
the paper can recover quite precisely and without significant bias – although with different
degrees of precision – the true impulse response functions to a monetary policy shock. This
exercise shows that our Monte Carlo setup with small samples and VAR(4) specifications

25 We get similar findings if we use either December 1988 or April 2001 as alternative events as done in Antolín-
Díaz and Rubio-Ramírez (2018) (see page 2827). For the sake of brevity we do not report these results, which
are available upon request.
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can recover the true response of monetary policy shocks in a favorable case (see, e.g.,
Paustian (2007)).
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Figure A.1: Impact relative impulse response as a function of the policy coefficient
ψy. The lines plot the relationship between the relative impulse response to a monetary policy
shock (IRF (0)y,i/σMP ) and the systematic response of monetary policy to output ψy under the
monetary policy rule it = ψyyt + ψppt + σMP ε

MP
t for three different values of ψp taken from the

posterior mode estimates in Table 1, corresponding to Uhlig(2005)’s identification, Antolín-Díaz
and Rubio-Ramírez’s (2018) identification, and our identification that adds policy coefficient
restrictions (PCR) à la Arias, Caldara, and Rubio-Ramírez (2019) on top of Antolín-Díaz and
Rubio-Ramírez’s (2018) restrictions. The lines are plot on the basis of equation 21 in Caldara
and Kamps (2017).
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Figure A.2: IRF to a monetary policy shock: Replication of Antolín-Díaz and Rubio-
Ramírez (2018) (ADRR). The grey (light) shaded area represents the 68 percent (point-
wise) credible sets for the IRFs and the dotted lines are the median IRFs using the Uhlig (2005)
identification restrictions. The red (darker) shaded areas and dashed lines display the equivalent
quantities for the models that additionally satisfy Narrative Sign Restrictions 4 and 5 in ADRR.
The monetary policy shock has been normalized to have an impact of 25 basis points on the
federal funds rate.
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Figure A.3: IRF to a monetary policy shock: Replication of Arias, Caldara, and
Rubio-Ramírez (2019). The shaded area represents the 68 percent credible sets for the
IRFs and the solid lines are the median IRFs when using Arias, Caldara, and Rubio-Ramírez
(2019) Restrictions 1 and 2 in addition to ADRR ones (Restriction 3 in Arias, Caldara, and
Rubio-Ramírez (2019) – i.e., Uhlig (2005) sign restrictions – is already incorporated in ADRR
restrictions). The monetary policy shock has been normalized to have an impact of 25 basis
points on the federal funds rate.
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Figure A.4: Adding policy coefficient restrictions à la Arias, Caldara, and Rubio-
Ramírez (2019) to ADRR restrictions. Left (Right) panels: The red (blue) shaded area
represents the 68 percent credible sets for the IRFs and the dashed red (blue) lines are the median
IRFs using the ADRR restrictions (Arias, Caldara, and Rubio-Ramírez (2019) Restrictions 1 and
2 in addition to ADRR ones) when we exclude the resampling step in the ADRR algorithm as
suggested by Giacomini, Kitagawa, and Read (2021). The monetary policy shock has been
normalized to have an impact of 25 basis points on the federal funds rate.
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Figure A.5: IRF to a monetary policy shock: Adding policy coefficient restrictions
à la Arias, Caldara, and Rubio-Ramírez (2019) to ADRR restrictions (when also
using the resampling step in the ADRR algorithm). Left (Right) panels: The red (blue)
shaded area represents the 68 percent credible sets for the IRFs and the dashed red (blue) lines
are the median IRFs when using the ADRR restrictions (Arias, Caldara, and Rubio-Ramírez
(2019) Restrictions 1 and 2 in addition to ADRR ones). The monetary policy shock has been
normalized to have an impact of 25 basis points on the federal funds rate.
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Figure A.6: Output response to a monetary policy shock: Drivers of the narrower
credible set when adding policy coefficients à la Arias, Caldara, and Rubio-Ramírez
(2019) to the ADRR restrictions. The shaded areas represent the 68 percent credible sets
for the IRFs and the lines are the median IRFs for alternative identification schemes. From the
top left panel to the bottom right panel the different identification schemes are in order: i) ADRR
(i.e., Narrative Restrictions 4 and 5 in Antolín-Díaz and Rubio-Ramírez (2018) in addition to
Uhlig (2017) sign restrictions); ii) Arias, Caldara, and Rubio-Ramírez (2019) Restriction 1 –
i.e., zero policy coefficient restrictions for total reserves and non-borrowed reserves – in addition
to ADRR ones; iii) positive policy coefficient for prices in addition to ADRR restrictions; iv)
positive policy coefficient for GDP in addition to ADRR restrictions; v) Arias, Caldara, and
Rubio-Ramírez (2019) Restriction 2 – i.e., positive policy coefficients for prices and GDP – in
addition to ADRR restrictions; vi) Arias, Caldara, and Rubio-Ramírez (2019) Restrictions 1 and
2 in addition to ADRR restrictions. The monetary policy shock has been normalized to have an
impact of 25 basis points on the federal funds rate.
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Figure A.7: Adding policy coefficient restrictions à la Arias, Caldara, and Rubio-
Ramírez (2019) to AD-RR restrictions: February 1994 as alternative event. Left
(Right) panels: The red (blue) shaded area represents the 68 percent credible sets for the IRFs
and the dashed red (blue) lines are the median IRFs using the ADRR alternative Narrative Sign
Restrictions 8 and 9 on top of Uhlig (2005) sign restrictions (Arias, Caldara, and Rubio-Ramírez
(2019) Restrictions 1 and 2 in addition to ADRR alternative ones). The monetary policy shock
has been normalized to have an impact of 25 basis points on the federal funds rate.
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Figure A.8: Output response to a monetary policy shock: Distribution at several
horizons when adding policy coefficient restrictions à la Arias, Caldara, and Rubio-
Ramírez (2019) to ADRR restrictions. Left (Right) panels: The red (blue) histogram
represents the distributions of the output IRF for all retained models per each selected horizon,
h = 0, 3, 6, 9, 12, 15, 18, when using the ADRR restrictions (Arias, Caldara, and Rubio-Ramírez
(2019) Restrictions 1 and 2 in addition to ADRR ones). The dashed red vertical lines indicate
the corresponding 68% credible sets. The number in the top right panel is the share of retained
models that implies a negative response of output per each selected horizon. The monetary
policy shock has been normalized to have an impact of 25 basis points on the federal funds rate.
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Figure A.9: Output response to a monetary policy shock: Adding narrative sign
restrictions à la Antolín-Díaz and Rubio-Ramírez (2018) to ACRR restrictions. The
green shaded (blue contoured) area represents the 68 percent credible sets for the output IRF
and the green dashed (blue solid) lines are the median IRF of output when using the ACRR
restrictions (Antolín-Díaz and Rubio-Ramírez (2018) Restrictions 4 and 5 in addition to ACRR
ones). The monetary policy shock has been normalized to have an impact of 25 basis points on
the federal funds rate.
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Figure A.10: Monte Carlo simulations with strong signal: Output response to a
monetary policy shock under either SR & NSR à la ADRR or SR & NSR à la ADRR
plus PCR à la ACRR. The solid red line represents the output response to a monetary policy
shock in the Smets and Wouters (2007) DSGE model, which has been used to simulate 100
datasets of 200 observations. The standard deviation of the monetary policy shock in the Smets
and Wouters (2007) model has been multiplied by 10 in order to assess the accuracy of sign
restrictions identification in a favorable case (see, e.g., Paustian (2007)). The light blue shaded
area represents the median of the 68 percent credible sets for the output IRF across the 100
different datasets and the light blue dashed lines are the median of the median IRFs of output
across the 100 datasets when using different identification schemes. The first, second, third,
and fourth columns show results from different identification schemes: SR à la Uhlig (2005) and
Wolf (2020); SR & NSR à la ADRR; PCR only à la ACCR (Arias, Caldara, and Rubio-Ramírez
(2019) Restrictions 1 and 2); PCR à la ACCR on top of SR & NSR à la ADRR, respectively.
The monetary policy shock has been normalized to have an impact of 25 basis points on the
federal funds rate. More details are available in Section 3.
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